Abstract

We present a numerical method for computing initial conditions of Lagrangian quasi-periodic invariant tori of Hamiltonian systems and symplectic maps. Such initial conditions are found by solving, using the Newton method, a nonlinear system obtained by imposing suitable conditions on the frequency map. The basic tool is a newly developed methodology to perform the frequency analysis of a discrete quasi-periodic signal, allowing to compute frequencies and their derivatives with respect to parameters. Roughly speaking, this method consists in computing suitable weighted averages of the iterates of the signal and using the Richardson extrapolation method. The proposed approach performs with high accuracy at a moderate computational cost. We illustrate the method by considering a discrete FPU model and the vicinity of the point $L_4$ in a RTBP.

1 Introduction

One of the most remarkable features of Hamiltonian systems and symplectic maps is the huge abundance of quasi-periodic solutions. We refer the interested reader to [2, 7], and references therein, for a wide picture of quasi-periodicity in dynamical systems. A typical way to introduce quasi-periodic solutions is to consider perturbations of integrable systems. The phase space of an integrable Hamiltonian is filled up by Lagrangian invariant tori carrying quasi-periodic motion (LIT). The KAM theorem states that most of the LITs of the integrable system, in the sense of the Lebesgue measure, survive to small Hamiltonian perturbations. LITs are also abundant far from integrability, as there are many mechanisms to generate them.

As invariant tori are a fundamental class of stable solutions, computing them is a very relevant problem in the numerical analysis of dynamical systems, and a wide set of algorithms has been developed for this purpose. We summarize some methods for computing LITs and we refer the reader to [15, 28] for a more detailed discussion of the bibliography. LITs have been approximated using methods based on canonical transformations (e.g.}
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implementation of KAM proofs [12] or normal forms around an invariant object [13, 21]) or using the Lindstedt-Poincaré method [13, 31]. Another approach, valid far from integrability, is to compute a parameterization of the LIT as a solution of an invariance equation. This functional equation can be approximated by a finite dimensional one, either by discretizing the functional (e.g. [9, 28]) or by truncating the Fourier series of the parameterization (e.g. [3, 17, 29]). Some recent works (e.g. [15, 18]) solve the invariance equation by methods based on the parameterization KAM result in [8]. Finally, invariant curves of maps have been computed by interpolating the dynamics [22, 31]. This last approach is the closest to our construction, in the sense that it also attempts to compute the curve by finding a single point of it.

In this paper we compute initial conditions of LITs with prefixed frequencies. To this end we assume that LITs can be locally labelled by the frequency vector (e.g under the Kolmogorov non-degeneracy condition). We can identify a point on the LIT by equating the frequency map to the selected frequencies. This leads to a nonlinear system of equations with dimension given by the number of degrees of freedom. If we can evaluate the frequency map at any point, as well as its derivatives, then this system can be solved by the Newton method.

To compute frequencies and their derivatives at a given point, we use an averaging-extrapolation method applied to a sample of points of the corresponding orbit. This approach, that was introduced in [30] to compute rotation numbers of circle maps, allows computing the frequencies with an error of $O\left(\frac{1}{N^{p+1}}\right)$, where $p$ is the averaging order and $N$ the length of the sample. Subsequently, this method was extended to compute quasi-periodic invariant curves of symplectic maps [26] and to perform the frequency analysis of an arbitrary quasi-periodic signal [27]. Notice that there are other noteworthy methods for the quasi-periodic frequency analysis (e.g. [14, 23]) that could be used also to evaluate the frequency map.

Our approach does not require the system to be nearly-integrable nor to be written in a specific set of coordinates. We do not approximate the LIT using Fourier series and we do not solve any system of large dimension. Hence, the method is not limited by memory storage (e.g. the number of Fourier coefficients needed to approximate a LIT rapidly increases with the dimension). However, in this way we do not get the parameterization of the LIT (it has to be computed a posteriori, if required).

## 2 Description of the methods

In this section we introduce the formal approach to obtain initial conditions on a LIT using the frequency map. Then we outline the basic ideas of the averaging-extrapolation methods that we use to compute the frequency map, its derivatives, and the Fourier coefficients of the parameterization of the LIT. We sketch the basic formulas and parameters of the method, and refer the reader to [25, 27, 30] for implementation details.

### 2.1 Setting of the problem and formal approach

We describe the use of the frequency map to obtain initial conditions on a LIT with prefixed frequencies. This approach works both for Hamiltonians and symplectic maps, assuming large enough regularity. However, to simplify the presentation, we concentrate on analytic Hamiltonians. Let $h : U \subset \mathbb{R}^{2r} \to \mathbb{R}$ be an analytic Hamiltonian with $r$ degrees of freedom. We suppose $\mathcal{T}$ is a LIT of dimension $r$ of $h$, with Diophantine frequency vector $\omega \in \mathbb{R}^r$:

$$|\langle k, \omega \rangle| \geq \frac{C}{|k|_1}, \quad \forall k \in \mathbb{Z}^r \setminus \{0\}, \quad |k|_1 = |k_1| + \cdots + |k_r|,$$

for $C, \tau > 0$. This means that there is a parameterization of $\mathcal{T}$ given by a real analytic embedding $\varphi$ such that:

$$\varphi : \mathbb{T}^r \to \mathbb{R}^{2r}, \quad \mathcal{T} = \varphi(\mathbb{T}^r), \quad L_\omega \varphi(\theta) = J \nabla h(\varphi(\theta)),$$

where $\mathbb{T}^r = (\mathbb{R}/2\pi \mathbb{Z})^r$, $L_\omega = \sum_{j=1}^r \omega_j \partial_{\theta_j}$, and $J$ is the matrix of the symplectic form. We refer to (2) as the condition of invariance of $\varphi$. 
The KAM theorem ensures that, under suitable non-degeneracy conditions, there are plenty of real analytic LITs around $\mathcal{T}$ that are invariant by $h$, with frequencies moving with the torus. These LITs fill up a Cantor-like set $U^* \subset U$ of large Lebesgue measure. Indeed, the Lebesgue measure of the portion of the phase space not filled up by LITs is exponentially small in the distance to $\mathcal{T}$ (e.g. [19]). Although $U^*$ has empty interior, these LITs are organized as a Whitney-$C^\infty$ Cantor family (e.g. [2]). Hence, there is a Cantor-like set $\mathcal{K} \subset \mathbb{R}^r$ and functions $\Omega : \mathcal{K} \to \mathbb{R}^r$ and $\Psi : \mathbb{T}^r \times \mathcal{K} \to \mathbb{R}^{2r}$ such that $\theta \mapsto \Psi(\theta, I)$ is an analytic parameterization of a LIT with frequency vector $\Omega(I)$. We normalize them so that $\varphi(\cdot) = \Psi(\cdot, 0)$ and $\omega = \Omega(0)$. Both, $\Omega$ and $\Psi$, are Whitney-$C^\infty$ functions that can be extended to $C^\infty$-functions on open sets around $I = 0$ and $(\theta, I) \in \mathbb{T}^r \times \{0\}$, respectively. The (Kolmogorov) non-degeneracy condition at $\mathcal{T}$ is $\det(D\Omega(0)) \neq 0$. We introduce the frequency map

$$ F : U^* \subset \mathbb{R}^{2r} \to \mathbb{R}^r $$

that assigns to any point of $U^* = \Psi(\mathbb{T}^r \times \mathcal{K})$ the corresponding frequency vector. The value of $F(x)$ is defined as $F(x) = \Omega(I_x)$, with $I_x \in \mathcal{K}$ given by the inverse of $\Psi$. Specifically, $x = \Psi(\theta_x, I_x)$ for some $\theta_x \in \mathbb{T}^r$. Note that the function $F(x)$ is only properly defined if $x$ belongs to some LIT of the family. However, the Whitney-$C^\infty$ character of $\Omega$ and $\Psi$ implies that $F$ can be extended to the whole set $U$ as a $C^\infty$ function of the initial conditions.

We use the information provided by $F$ and its derivatives to compute an initial condition on $\mathcal{T}$. From the practical viewpoint, we must be far away from low-order resonances. Assume that we have a point $x(0) \in U^*$, close to $\mathcal{T}$, so that we can assign to $x(0)$ a Diophantine frequency vector $F(x(0))$. We look for a small correction $\Delta x(0) \in \mathbb{R}^{2r}$ in such a way that $x(0) + \Delta x(0)$ is closer to $\mathcal{T}$ than $x(0)$. By the non-degeneracy of $F$, the condition $x(0) + \Delta x(0) \in \mathcal{T}$ is equivalent to the following $r$-dimensional nonlinear system of equations:

$$ F(x(0) + \Delta x(0)) = \omega. $$

The linearized system of (4) is given by

$$ D F(x(0)) \Delta x(0) = \omega - F(x(0)), \tag{5} $$

where $D F(x(0))$ is a $r \times 2r$-matrix of maximum range. We must add appropriate normalization conditions (depending on the context at hand) to secure a single solution of (4). Our customary choice is to set to zero the value of $r$ coordinates of $\Delta x(0)$. Then, we introduce the sequence $x(i+1) = x(i) + \Delta x(i)$ and we expect $F(x(i+1))$ to take the value $\omega$ with an error $O(|\omega - F(x(i))|^2)$. This approach can be adapted directly to several contexts: systems depending periodically or quasi-periodically on time, iso-energetic non-degenerate conditions, exact symplectic maps or dependence on external parameters.

To perform a correction of the Newton method, we follow the next basic steps:

- Let $x(0) \in U$ be a point of a LIT close to $\mathcal{T}$, with unknown frequency vector $\bar{\omega} \simeq \omega$ that verifies Diophantine properties like (1). We introduce the sequence $\{x_n\}$ defined by $x_n = \phi(nT; x(0))$, where $\phi$ is the flow of $h$ and $T$ is a sampling time. This sequence carries quasi-periodic motion with frequency vector $\bar{\omega} = T \bar{\omega}$. To compute $\{x_n\}$, and its derivatives, we have to integrate numerically the trajectory of $x(0)$ together with the corresponding variational equations. If $x(0)$ belongs to a LIT of an exact symplectic map $f$, with frequency vector $\bar{\omega}$, then the sequence $\{x_n\}$ is directly obtained as $x_n = f^n(x(0))$, and we have $\bar{\omega} = \bar{\omega}$.

- From $\{x_n\}$ we set a complex discrete quasi-periodic signal $\{z_n\}$ with the same frequency vector $\bar{\omega}$. If we denote $x_n = (x_n^1, \ldots, x_n^r)$ we can set, for example, $z_n = x_n^1$ or $z_n = x_n^1 + ix_n^2$. This choice depends on the problem at hand. Using an averaging-extrapolation process (see Section 2.2) we construct a new quasi-periodic signal whose rotation frequency around the origin is a selected component of $\bar{\omega}$. We refer to this process as the unfolding of the signal.
• By projecting the unfolded signal we define a quasi-periodic signal of \( \mathbb{T} \). The rotation frequency of the projected signal is computed using averaging and extrapolation (see Section 2.3), in analogous way as it is done in [30] for the rotation number of a map of the circle. Derivatives of the frequencies with respect to initial conditions and parameters are computed by taking formal derivatives on the extrapolation operators.

2.2 Unfolding of the signal

We say that the complex sequence \( \{z_n\}_{n \in \mathbb{Z}} \) is a (discrete) quasi-periodic signal with frequency vector \( \bar{\omega} \in \mathbb{R}^r \) if there is \( \gamma : \mathbb{T}^r \to \mathbb{C} \) such that \( z_n = \gamma(n\bar{\omega}), \forall n \in \mathbb{Z} \). If we denote the Fourier expansion of \( \gamma \) as

\[
\gamma(\theta) = \sum_{k \in \mathbb{Z}^r} \gamma_k e^{i(k,\theta)}, \quad \hat{\gamma}_k = \frac{1}{(2\pi)^r} \int_{\mathbb{T}^r} \gamma(\theta) e^{-i(k,\theta)} d\theta,
\]

then we have the relation

\[
z_n = \gamma(n\bar{\omega}) = \sum_{k \in \mathbb{Z}^r} \hat{\gamma}_k e^{i(n,k)}.
\]

In this context, we say that \( \bar{\omega} \) is a Diophantine frequency vector if there exists \( \tilde{C}, \tau > 0 \) such that

\[
|e^{i(k,\bar{\omega})} - 1| \geq \frac{\tilde{C}}{|k|^\tau}, \quad \forall k \in \mathbb{Z}^r \setminus \{0\}.
\]

The conditions in (7) for a discrete quasi-periodic signal are equivalent to say that \( (\bar{\omega}, 2\pi) \in \mathbb{R}^{r+1} \) verifies (1) for certain \( \tilde{C} > 0 \). Note that the fact that \( \bar{\omega} \) verifies (1) does not imply that \( \bar{\omega} = T\bar{\omega} \) verifies (7). But, if \( \bar{\omega} \) is far away from low-order resonances, we expect \( \bar{\omega} \) to behaves like (7) for the practical viewpoint. See [27] for details.

Given \( \omega_0 \in \mathbb{R} \), we introduce the phase-shifted iterates

\[
\mathcal{Z}_n^{(l,\omega_0,0)} = z_{n+l-1} e^{-i(n+l-1)\omega_0}, \quad n \geq 1, \quad l \geq 1,
\]

the recursive sums

\[
\mathcal{Z}_n^{(L,\omega_0,p)} = \sum_{l=1}^{L} \mathcal{Z}_n^{(l,\omega_0,p-1)}, \quad n \geq 1, \quad L \geq 1, \quad p \geq 1,
\]

and the averaged sums

\[
\tilde{Z}_n^{(L,\omega_0,p)} = (L + p - 1)^{-1} \mathcal{Z}_n^{(L,\omega_0,p)}.
\]

We undo the phase-shift in order to introduce the sequence

\[
\tilde{Z}_n^{(L,\omega_0,p)} = \tilde{Z}_n^{(L,\omega_0,p)} e^{i\omega_0}.
\]

Then, we use the asymptotic behaviour of \( \tilde{Z}_n^{(L,\omega_0,p)} \) when \( L \to \infty \) in order to carry out an extrapolation process. Given the extrapolation parameters \( p_u, q_u \in \mathbb{N} \), with \( q_u \geq p_u \), we define the sequence

\[
z_n^{(2^{q_u},\omega_0,p_u)} = \sum_{j=0}^{p_u-1} c_j^{(p_u-1)} \tilde{Z}_n^{(L_j,\omega_0,p_u)}, \quad n \geq 1,
\]

where \( L_j = 2^{q_u-p_u+j+1} \) and the (extrapolation) coefficients \( c_j^{(m)} \) are given by

\[
c_j^{(m)} = (-1)^{m-j} \frac{2^{j(j+1)/2}}{\delta(j)\delta(m-j)}, \quad \delta(n) = (2^n - 1)(2^{n-1} - 1) \cdots (2^1 - 1), \quad \delta(0) = 1.
\]
If \( \{z_n\} \) is an analytic signal and \( \bar{\omega} \) verifies (7), then \( \{z_n^{(2q_u,\omega_0,p_u)}\} \) defines a quasi-periodic signal with frequency vector \( \bar{\omega} \) given by the analytic function \( \gamma^{(2q_u,\omega_0,p_u)}: \mathbb{T}^r \to \mathbb{C} \). From Proposition 2.12 in [27], if \( \omega_0 \) is close enough to a particular component of \( \bar{\omega} \), say \( \bar{\omega}_1 \), (in the sense that \( 2^{q_u} |\bar{\omega}_1 - \omega_0| \) is fairly small) we have

\[
|z_n^{(2q_u,\omega_0,p_u)} - \gamma^{(2q_u,\omega_0,p_u)}_1 e^{in\bar{\omega}_1}| = O(2^{-p_u q_u}), \quad \forall n \in \mathbb{Z},
\]

where \( \gamma^{(2q_u,\omega_0,p_u)}_1 \) is the Fourier coefficient of \( \gamma^{(2q_u,\omega_0,p_u)} \) associated to \( \bar{\omega}_1 \). For this reason, we say that the signal associated to (12) gives an unfolding of order \( p_u \) of \( \{z_n\}_{n \in \mathbb{Z}} \) for the frequency \( \bar{\omega}_1 \). The construction follows using the Richardson extrapolation method on the explicit expression of the averaged sums (10). Notice that, within the present context, as \( \bar{\omega} \approx \omega \), and the frequency vector of the target torus is known, then we can select \( \omega_0 \) as \( T\bar{\omega}_1 \).

In case that we do not have information on the frequencies of the signal, we can use any method of quasi-periodic frequency analysis in order to select a suitable value of \( \omega_0 \). These methods are based on a refined analysis of a DFT of the signal (e.g. [14, 23]). In our context, we observe that the map

\[
\omega_0 \mapsto 1 \sum_{m=0}^{L-1} z_m e^{-m\omega_0 i} = \widehat{Z}_0(L,\omega_0,1)
\]

produces the DFT of the signal \( \{z_m\}_{m=0}^{L-1} \) when applied to a sampling of the form \( \omega_0 = \frac{2\pi k}{L} \). Then, we refer to [27] for a construction that uses the averaged sums \( \widehat{Z}_0(L,\omega_0,p) \) to improve the information provided by the DFT. Furthermore, it is worth noticing that, using the terminology of digital signal processing (DSP), the construction (8)-(11) constitutes a linear band-pass filter, composed of a frequency shift \( \omega_0 \to 0 \), given by (8), a low-pass filter, given by (9) and (10), and a frequency shift \( 0 \to \omega_0 \), inverse of the first one, given by (11). This band-pass filter attenuates amplitudes for frequencies different from \( \omega_0 \) and the extrapolation (12) and (13) enhances this attenuation effect. This attenuation produces the unfolding mentioned above. We remark that this filter preserves both the analyticity and frequency vector of the initial signal. If amplitudes for frequencies different from \( \bar{\omega}_1 \approx \omega_0 \) are sufficiently attenuated relative to the amplitude at \( \bar{\omega}_1 \), then \( \bar{\omega}_1 \) becomes the rotation frequency around the origin (i.e. \( \bar{\omega}_1/2\pi \) is the average number of turns of the unfolded signal around the origin).

The fact that \( \bar{\omega}_1 \) is the rotation frequency means that if we consider the projection to \( \mathbb{T} \)

\[
x_n^{(2q_u,\omega_0^0,p_u)} = \arg(z_n^{(2q_u,\omega_0^0,p_u)}),
\]

then we can write

\[
x_n^{(2q_u,\omega_0^0,p_u)} = n\bar{\omega}_1 + X^{(2q_u,\omega_0^0,p_u)}(n\bar{\omega}),
\]

where \( X^{(2q_u,\omega_0^0,p_u)}: \mathbb{T}^r \to \mathbb{R} \) is an analytic function. The expression (15) denotes the lift to \( \mathbb{R} \) of the projected signal rather than the signal of \( \mathbb{T} \) itself (i.e. the argument must be increased by \( 2\pi \) whenever \( z_n^{(L,\omega_0^0,p_u)} \) completes one turn around the origin). In practice, we say that the unfolding of the signal \( \{z_n\} \) has succeeded if we can set \( \bar{\omega}_1 \) as the value of the rotation frequency and if we are able to track the evolution of the argument along the unfolded iterates. Taking values \( p_u = 2 \) and \( q_u = 10 \) is enough in most situations. We refer to [27] for efficient recurrences to compute the unfolded signal.

Although we have described the unfolding process corresponding to a particular frequency \( \bar{\omega}_1 \), in practice we perform this process simultaneously for all the components of \( \bar{\omega} \). In this way, we do not need to store in memory the integration sample and we also save several loops in the algorithm.

### 2.3 Computation of the frequency vector and derivatives

We introduce the recursive sums

\[
S_n^{(0)} = x_n^{(2q_u,\omega_0^0,p_u)}, \quad S_n^{(p)} = \sum_{m=1}^{n} S_m^{(p-1)}, \quad n \geq 1, \quad p \geq 1,
\]
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and the averaged sums
\[ \bar{S}_n^{(p)} = \left( \frac{n + p}{p + 1} \right)^{-1} S_n^{(p)}. \]
Given the extrapolation parameters \( p_r, q_r \in \mathbb{N} \), with \( q_r \geq p_r \), we introduce the operator
\[ \Theta^{(p_r,q_r)} = \sum_{j=0}^{p_r} c_j^{(p_r)} \bar{S}_{N_j}^{(p_r)}, \] (17)
where \( N_j = 2^{q_r-p_r+j} \), and the coefficients \( c_j^{(m)} \) are given by (13). If equation (15) holds, it turns out that
\[ \tilde{\omega}_1 = \Theta^{(p_r,q_r)} + O(2^{-q_r(p_r+1)}). \]
We refer the reader to [27, 30] for justifications, details on optimal selection of the parameters \( p_r \) and \( q_r \), and complete description of implementation details. We observe that to compute the recursive sums \( \{ S_{N_j}^{(p_r)} \} \) we only need to store in memory a \( (p_r+1) \times (p_r+1) \) matrix array. We do not need to store the iterates of the signal. We also point out the recent work [6] for a similar approach to the computation of rotation frequencies.

Assume that the problem depends (at least \( C^1 \)) on a parameter \( \alpha \). We observe that the linear structure of the operator \( \Theta^{(p_r,q_r)} \) (and of the unfolding procedure of Section 2.2) commutes with the differential operator \( \partial_\alpha \). For this reason, the above method can be directly extended to compute derivatives with respect to parameters. Hence, we can compute approximations of \( \partial_\alpha \tilde{\omega}_1 \) by taking formal derivatives on these operators. Then, we introduce the sums \( \partial_\alpha S_{N_j}^{(p_r)} \), associated to \( \{ \partial_\alpha x_n(L,\omega_1^{(p_r)},p_n) \} \), using the same recurrences as in (16), and we obtain
\[ \partial_\alpha \tilde{\omega}_1 = \partial_\alpha \Theta^{(p_r,q_r)} + O(2^{-q_r p_r}). \]
We refer the reader to [24, 25] for an exhaustive discussion and implementation details. If the signal is given through a Hamiltonian flow or a symplectic map, we cannot expect it to be well-defined for every value \( \alpha \), but only for a Cantor set. According to the discussions in Section 2.1, we expect that \( \partial_\alpha \tilde{\omega}_1 \) is well defined in the sense of Whitney. We remark that the method works for computing higher order derivatives of \( \tilde{\omega}_1 \), but the computations become more difficult when the order increases. Specifically, for a derivative of order \( d \) the extrapolation error is controlled by \( O(2^{-q_r(p_r+1-d)}) \).

To perform our methodology we have to compute a sample of \( M \) points of this signal, as well as its derivatives with respect to initial conditions and parameters. Note that if we unfold the signal using parameter values \( p_u \) and \( q_u \) and we refine the frequencies using parameter values \( p_r \) and \( q_r \), then \( M = 2^{q_u} + 2^{q_r} - 1 \).

### 2.4 Computation of the Fourier coefficients

In many applications, we may be interested in computing the parameterization \( \varphi \) of a LIT rather that a single point on it. By computing several Fourier coefficients of \( \varphi \) we obtain an initial guess to use the parameterization method in KAM theory (e.g. [8, 15, 18]). In turns out that the averaging-extrapolation method can be adapted to deal with this scenario.

Let \( \mathcal{T} \) be a LIT with frequency vector \( \omega \) and assume that we have computed \( x^* \in \mathcal{T} \) by solving (4). Let \( \varphi : \mathbb{T}^r \to \mathbb{R}^{2r} \) be the parameterization of \( \mathcal{T} \), given by (2), such that \( \varphi(0) = x^* \) and let \( \{ \hat{\varphi}_k \}_{k \in \mathbb{Z}^r} \) be the Fourier coefficients of \( \varphi \). Unfortunately, we cannot obtain \( \{ \hat{\varphi}_k \}_{k \in \mathbb{Z}^r} \) directly by DFT since we only can evaluate a trajectory on the LIT, and so, we cannot generate the values of \( \varphi \) on an equispaced grid of points on \( \mathbb{T}^r \). As this trajectory is dense on \( \mathcal{T} \), we have the option of using interpolation to get approximations to the values of \( \varphi \) on the grid, but the error of interpolation can be large when \( r \) increases. Next, we explain how we can get Fourier coefficients by averaging an extrapolation.
We consider the signal \( \{x_n\} \), with \( x_n = \phi(nT; x^*) \), where \( \phi \) is the flow of \( h \) and \( T \) is the sampling time. Then, the frequency vector of this signal is \( T\omega \). The computed values satisfy \( x_n = \varphi(nT\omega) \). Hence, the corresponding points of \( T\mathbb{R} \) are not equipased, but distributed according to the translational dynamics by \( T\omega \). Given a fixed \( k \in \mathbb{Z}^r \), the expression \( x_n^{(k)} = x_ne^{-inT(k,\omega)} \) defines a discrete quasi-periodic signal of \( \mathbb{C}^{2r} \) with frequency vector \( T\omega \) and average \( \hat{\varphi}_k \). We introduce \( S_n^{(0)}(k) = x_n^{(k)} \), we compute the recursive sums \( S_n^{(p)}(k) \) using Equation (16), and we introduce the averages

\[
\bar{S}_n^{(p)}(k) = \left( \frac{n + p - 1}{p} \right)^{-1} S_n^{(p)}(k).
\]

Given \( p_f, q_f \in \mathbb{N} \), with \( q_f \geq p_f \), we define

\[
\Gamma_k^{(p_f,q_f)} = \sum_{j=0}^{p_f-1} c_j^{(p_f-1)} S_{N_j}^{(p_f)}(k),
\]

where \( N_j = 2^{q_f-p_f+j+1} \) and the coefficients \( c_j^{(p_f-1)} \) are given by (13). Then, it turns out that

\[
\hat{\gamma}_k = \Gamma_k^{(p_f,q_f)} + O(2^{-q_f p_f}).
\]

We refer the reader to [27] for a complete description of implementation details.

In practice, it may be interesting to take \( p_f = p_r + 1 \) and \( q_f = q_r \). Then the operators in (17) and (18) are applied to the same sample of \( N = 2^{q_r} \) iterates. Using the operator (18), we can compute a selected set of Fourier coefficients, with high precision, independently of the other ones. Among the drawbacks of this approach, we stress the fact that we miss the orthogonality properties of the DFT. This lack of orthogonality increases the perturbative effect of the dominant Fourier coefficients when computing \( \hat{\varphi}_k \) for large values of \( |k| \). For this reason, it may be a good idea to start by computing the dominant part of \( \varphi \). If we subtract this from the signal, then we magnify the contribution of the high order frequencies (this is a typical approach when performing a quasi-periodic frequency analysis with methods based on DFT, e.g. [14, 23]). We remark again that an interesting possibility is to compute a rough approximation to \( \varphi \), and then to refine it by means of a parameterization method. An analogous strategy is useful if we want a point on \( T \), but “far away” from \( x^* \) (e.g., the intersection of \( T \) with a certain transverse manifold). We can use a rough approximation to \( \varphi \) to locate a point close to \( T \) verifying also the desired properties. Then, we can refine this point by the methodology of this paper.

Finally, we can use the extrapolation operator (18) to validate the computation of the frequency in Section 2.3. Assume that we want to check whether \( \Theta^{(p_r,q_r)} \) provides a true approximation to \( \bar{\omega}_1 \). We can proceed by computing the Fourier coefficient \( \hat{\gamma}_{e_1} \) associated to this frequency, using \( \Theta^{(p_r,q_r)} \) to compute \( x_n^{(e_1)} \). If \( \Theta^{(p_r,q_r)} \) approximates a frequency of \( \{z_n\} \), then \( \hat{\gamma}_{e_1} \neq 0 \). Accordingly, if we numerically obtain that \( \hat{\gamma}_{e_1} = 0 \), then \( \Theta^{(p_r,q_r)} \) is not an approximation to \( \bar{\omega}_1 \). In this case we must improve the unfolding process by taking a larger value of \( L \) to define each unfolded iterate or by looking for a better approximation to \( \bar{\omega}_1 \) than \( \omega^0_1 \).

## 3 Numerical examples

We consider two different examples in order to enhance the main features and limitations of the presented methods. In Section 3.1 we study a simple model that describes a coupled chain of anharmonic oscillators. The main reason for considering this discrete-time system is because dealing with this symplectic map we can easily compute a large number of iterates with a simple implementation and fast computational time. In Section 3.2 we compute some families of LITs in a Restricted Three Body Problem. We consider different situations involving the planar and the spatial cases, and also the circular and the elliptic cases.
3.1 A model of coupled anharmonic oscillators

The considered FPU model is a discretization of a canonical model describing \( r \) anharmonic oscillators with a local coupling that has been extensively studied in the literature (e.g. [1, 16]) after the pioneering work of Fermi, Pasta and Ulam in [10]. We consider \( x \in \mathbb{T}^r \) and \( y \in \mathbb{R}^r \), where we set \( \mathbb{T} = \mathbb{R}/\mathbb{Z} \) in order to follow the common convention in the literature. Then, the dynamics is given by the exact symplectic map \( (\bar{x}, \bar{y}) = F(x, y) \) defined as

\[
\bar{x}_i = x_i + \bar{y}_i, \quad \bar{y}_i = y_i - \frac{\alpha_i}{2\pi} \sin(2\pi x_i) + \frac{\beta}{2\pi} \sin(2\pi(x_{i+1} - x_i)) - \frac{\beta}{2\pi} \sin(2\pi(x_i - x_{i-1})),
\]

for \( i = 1, \ldots, r \), where we identify \( x_0 = x_r \) and \( x_{r+1} = x_1 \). The parameters \( \{\alpha_i\}_{i=1}^r \) are associated to the anharmonic oscillators and \( \beta \) measures the coupling between the oscillators. Notice that each iterate is obtained just by evaluating \( 2r \) times the sinus function and performing few elemental operations. Hence, we can compute a huge number of iterates of the map (19), as well as its derivatives, up to a high accuracy but with a moderate computational cost. To exploit this fact, we perform computations using an arithmetic of 32 decimal digits.

In this example, we use \( p_u = 2 \) and \( q_u = 10 \) for the unfolding procedure and we use \( p_r = 8 \) and \( q_r \leq 20 \) for the computation of the frequencies and its derivatives. We compute approximations to the frequencies using \( 2^{q_r} \) unfolded iterates, increasing the value of \( q_r \) from 8 to 20. We stop when the difference between two consecutive approximations is smaller than a prefixed tolerance. Approximations of the derivatives of the frequencies are computed by using the same number of iterates needed to validate the frequencies. The tolerance for the computation of the frequencies and the tolerance for the Newton method are selected according to each particular situation.

For \( \beta = 0 \) the model (19) turns out to be the product of \( r \) uncoupled standard maps [5] of the form

\[
(x, y) \mapsto \left( \bar{x} = x + \bar{y}, \bar{y} = y - \frac{\alpha}{2\pi} \sin(2\pi x) \right).
\]

For \( \alpha = 0 \), the circles \( \mathbb{T} \times \{\omega\} \) are invariant and with rotation number \( \omega \). If \( \omega \) is Diophantine and \( |\alpha| \) is small enough, the map (20) has an invariant curve with rotation number \( \omega \). Since (20) is a twist map, the projection of this invariant curve onto \( \mathbb{T} \) defines a circle map with rotation number \( \omega \). This fact allows performing the numerical continuation with respect to \( \alpha \) of an initial condition on this curve, without needing to carry out the unfolding procedure. Hence, we obtain an analytic curve \( y^0(\alpha) \) so that \((0, y^0(\alpha))\) belongs to an invariant curve of (20) with rotation number \( \omega \). We refer the reader to [25, 30] for details on this specific continuation. This curve is used later on to initialize the computation of LITs of (19) for higher number of coupled oscillators.

For \( r = 2 \) the model (19) defines a Froeschlé-like map \( F_{\alpha_1, \alpha_2, \beta} \). The Froeschlé map [11] has been used as a model to understand instability channels. In this case, we can only ensure that the direct projection of the iterates onto the angular variables \((x_1, x_2) \in \mathbb{T}^2 \) is well-posed if \(|\alpha|, |\beta| \ll 1 \). For general values of \( \alpha \) and \( \beta \), we should use the unfolding procedure. We fix a Diophantine rotation vector \( \omega^0 = (\omega_1^0, \omega_2^0) \) (i.e., the frequency vector is \( 2\pi \omega^0 \)) and we consider the LIT of \( F_{\alpha_1, \alpha_2, \beta} \), for \( \beta = 0 \), defined as the product of the invariant curves of (20) for \( \alpha = \alpha_1 \) and \( \alpha = \alpha_2 \), with rotation number \( \omega_1^0 \) and \( \omega_2^0 \), respectively. Then, we fix the values \( \alpha_1 \) and \( \alpha_2 \), and we perform the numerical continuation with respect to \( \beta \) of the LIT of \( F_{\alpha_1, \alpha_2, \beta} \) with rotation frequency \( \omega^0 \). To apply the methods of Section 2, we consider initial conditions of the form \((x_1^0, x_2^0, y_1^0, y_2^0)\), with \( x_1^0 = 0 \), and \( x_2^0 = 0 \), and we deal with the complex signal

\[
z_n = (1 + y_1^n) e^{2\pi i x_1^n} + (1 + y_2^n) e^{2\pi i x_2^n},
\]

that is defined in terms of the orbit \((x_1^n, x_2^n, y_1^n, y_2^n) = F^n_{\alpha_1, \alpha_2, \beta}(0, 0, y_1^0, y_2^0)\). Abusing notation, we denote by \( \omega_1 \) and \( \omega_2 \) the components of the frequency map of \( F_{\alpha_1, \alpha_2, \beta} \). Since the values of \( \alpha_1 \) and \( \alpha_2 \) are fixed, and we select initial conditions with \( x_1^0 = 0 \) and \( x_2^0 = 0 \), we have to evaluate the derivatives

\[
\begin{align*}
\frac{\partial \omega_1}{\partial y_1^0}, & \quad \frac{\partial \omega_1}{\partial y_2^0}, \quad \frac{\partial \omega_1}{\partial \beta}, \quad \frac{\partial \omega_2}{\partial y_1^0}, \quad \frac{\partial \omega_2}{\partial y_2^0}, \quad \frac{\partial \omega_2}{\partial \beta}.
\end{align*}
\]
As a specific example, we consider the rotation vector \( \omega^0 = (\sqrt{2} - 1, \sqrt{3} - 1) \), and we fix \( \alpha_1 = 0.1 \) and \( \alpha_2 = 0.2 \). We ask for a tolerance of \( 10^{-23} \) in the computation of frequencies. If the error of the frequencies is larger than \( 10^{-20} \) after we reach the value \( q_r = 20 \), then we do not validate the results and we stop the computations. To perform the Newton method on the frequency map, we ask for a tolerance of \( 10^{-20} \) (i.e., we validate the results when the frequency map equals to \( \omega^0 \) up to this tolerance). Results of this continuation are shown in the red curve of Fig. 1. The computation performs with significant accuracy (around 23 decimal digits for frequencies and 19 decimal digits for derivatives) up to \( \beta \simeq 0.015 \). Beyond this point, as we approach to the breakdown of the LIT, the width of the strip of analyticity of the parameterization shrinks. This loss of regularity affects the precision of the averaging-extrapolation methods. Anyway, we are still able to compute an initial condition on the LIT with at least 20 decimal digits up to the value \( \beta \simeq 0.02778 \). Although for larger values of \( \beta \) we cannot keep such level of accuracy, we still observe a nice and regular performance of the extrapolation methods in general and, particularly, in the computation of the derivatives. Accordingly, we expect the LIT to exist beyond the red curve. To carry out the continuation for \( \beta > 0.02778 \), we ask for a higher tolerance in the Newton method. Results of the continuation under less demanding tolerances are shown, using different colors, in Figs. 1 and 2. The information corresponding to the color scale is given in Table 1. We note that the accuracy of the derivatives (21) decreases as \( \beta \) approach to the last computed value \( \beta \simeq 0.04189 \). The asymptotic behavior of the size of these derivatives shows that this value is close to the blow up of the derivatives with respect to parameters. Hence, we are approaching to the breakdown of the LIT.

In order to illustrate the performance of the method when the dimension of the LIT (i.e., the number of frequencies) increases, we continue with respect to \( \beta \) a LIT of (19) for \( r = 4 \) and \( r = 8 \). Results for \( r = 4 \) are
A method for computing initial conditions of Lagrangian tori

Table 1: Implementation parameters of the Newton method corresponding to the colored curves shown in Figs. 1 and 2. The rightmost column is the value of the parameter $\beta$ for the last computed LIT in the curve.

<table>
<thead>
<tr>
<th>Color</th>
<th>Tol. freq.</th>
<th>Tol. New.</th>
<th>Last computed $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>$10^{-24}$</td>
<td>$10^{-20}$</td>
<td>0.02778107513297538702587</td>
</tr>
<tr>
<td>Green</td>
<td>$10^{-21}$</td>
<td>$10^{-18}$</td>
<td>0.0325299411989953885507</td>
</tr>
<tr>
<td>Blue</td>
<td>$10^{-18}$</td>
<td>$10^{-16}$</td>
<td>0.037775451543391344838</td>
</tr>
<tr>
<td>Magenta</td>
<td>$10^{-16}$</td>
<td>$10^{-14}$</td>
<td>0.040896352103296900526</td>
</tr>
<tr>
<td>Black</td>
<td>$10^{-14}$</td>
<td>$10^{-12}$</td>
<td>0.041269967219987386677</td>
</tr>
<tr>
<td>Orange</td>
<td>$10^{-12}$</td>
<td>$10^{-10}$</td>
<td>0.041893321973131358506</td>
</tr>
</tbody>
</table>

Table 2: Some output data of the numerical continuation with respect to $\beta$ of Figs. 1 and 2. In the last two columns we show the estimated error obtained for the frequencies in the Newton method.

| $\beta$ | $y_1^0$ | $y_2^0$ | $|\omega_1 - \omega_1^0|$ | $|\omega_2 - \omega_2^0|$ |
|---------|---------|---------|-----------------|-----------------|
| 9.77716914081557254627e-07 | 0.416239280635578518468 | 0.7179774592017305316 | 1e-26 | 2e-26 |
| 5.38089767561550300719e-03 | 0.415535218621395843133 | 0.7188900117336425016 | 2e-26 | 1e-25 |
| 1.1013753967116532242e-02 | 0.4148014052341105449 | 0.7198439760146173569 | 2e-27 | 2e-26 |
| 1.6896719831511735065e-02 | 0.414035543304713472584 | 0.72084218552549094118 | 2e-27 | 4e-26 |
| 2.24027813672504887457e-02 | 0.413315391788239314504 | 0.72178244310429966683 | 2e-26 | 1e-26 |
| 2.77810751329753802587e-02 | 0.412604505093834489587 | 0.72271120168541277265 | 1e-24 | 2e-24 |
| 3.29405394577880753802e-02 | 0.4119778823931450407 | 0.72369710838263253598 | 3e-23 | 3e-23 |
| 3.80242428972714010460735 | 0.4115014052341105449 | 0.72425127852083535311 | 2e-22 | 3e-22 |
| 4.0896352103296900526e-02 | 0.410827708715062350638 | 0.725031821789886603282 | 3e-23 | 5e-23 |

Table 3: Results at $r = 8$ for $\alpha_i = 0.1$, $i = 1, \ldots, 8$, and rotation frequencies

\[\omega^0 = (\sqrt{2} - 1, \sqrt{3} - 1, \sqrt{5} - 2, \sqrt{7} - 2)\tag{22}\]

Results for $r = 8$ are displayed in Table 4 and correspond to $\alpha_i = 0.1$, $i = 1, \ldots, 8$, and

\[\omega^0 = (\sqrt{2} - 1, \sqrt{3} - 1, \sqrt{5} - 2, \sqrt{7} - 2, \sqrt{11} - 3, \sqrt{13} - 3, \sqrt{17} - 4, \sqrt{19} - 4)\tag{23}\]

If we focus on the last columns of Tables 3 and 4, we observe how the accuracy of the results is reduced as we approach to the breakdown of the LIT.

3.2 Study of a Restricted Three Body Problem

Figure 2: Additional plots to the numerical continuation with respect to $\beta$ of Fig. 1. Left: Absolute value of the derivatives of $\omega_1$ with respect to $(y_0^1, y_0^2, \beta)$. Right: Absolute value of the derivatives of $\omega_2$ with respect to $(y_0^1, y_0^2, \beta)$. Displayed in Table 3 and correspond to $\alpha_1 = 0.1$, $\alpha_2 = 0.2$, $\alpha_3 = 0.1$, $\alpha_4 = 0.2$, and rotation frequencies

\[\omega^0 = (\sqrt{2} - 1, \sqrt{3} - 1, \sqrt{5} - 2, \sqrt{7} - 2)\]
laws, with eccentricity $e$ and semimajor axis $a$. If we choose units of distance, time, and mass such that $E = 1$ and $\mu$, we obtain the Circular Restricted Three Body Problem (CRTBP), given by the autonomous Hamiltonian $H = H(x, y, z, p_x, p_y, p_z, f)$ for the third particle is $2\pi$-periodic on $f$ and is given by (e.g. [32])

$$H_e = \frac{(p_x + y)^2 + (p_y - x)^2 + p_z^2 + z^2}{2} - \frac{1}{E} \left[ \frac{x^2 + y^2 + z^2}{2} + \frac{1 - \mu}{r_1} + \frac{\mu}{r_2} \right],$$

where $E = 1 + e \cos f$, $p_x = \dot{x} - y$, $p_y = \dot{y} + x$, $p_z = \dot{z}$, $r_1^2 = (x - \mu)^2 + y^2 + z^2$, $r_2^2 = (x - \mu + 1)^2 + y^2 + z^2$, and $\mu \in (0, \frac{1}{2})$ is the mass of the smallest primary. The connection between $f$ and the time $t$ is given by:

$$\dot{f} = (1 - e^2)^{-3/2}(1 + e \cos f)^2.$$

For $e = 0$, we obtain the Circular Restricted Three Body Problem (CRTBP), given by the autonomous Hamiltonian

$$H_0(x, y, z, p_x, p_y, p_z) = \frac{p_x^2 + p_y^2 + p_z^2}{2} + y p_x - x p_y - \frac{1 - \mu}{r_1} - \frac{\mu}{r_2}.$$
Although for \( e \neq 0 \) the Hamiltonian (24) is \( 2\pi \)-periodic, it has five equilibrium points. Three of them (the Eulerian points \( L_1, L_2, \) and \( L_3 \)) are on the \( x \) axis, and the other two (the Lagrangian points \( L_4 \) and \( L_5 \)) are on the plane \( xy \) and form an equilateral triangle with the primaries. We focus on \( L_5 \) (the point \( L_4 \) is equivalent), given by \((\mu - \frac{1}{2}, \sqrt{\frac{\mu}{2}}, 0, -\sqrt{\frac{\mu}{2}}, -\frac{1}{2} + \mu, 0)\). It is well-known that for \( e = 0 \) and \( 0 < \mu < \mu_R \), where \( \mu_R = \frac{1}{2}(1-\sqrt{23/27}) \simeq 0.03852 \) is the Routh critical value, the point \( L_5 \) is linearly stable (elliptic) with normal frequencies

\[
\omega_1^{(L_5)} = \left[ \frac{1}{2} (1 - (1 - 27\mu(1 - \mu))^{1/2}) \right]^{1/2}, \quad \omega_2^{(L_5)} = \left[ \frac{1}{2} (1 + (1 - 27\mu(1 - \mu))^{1/2}) \right]^{1/2},
\]

and \( \omega_3^{(L_5)} = 1 \) (the one of the vertical oscillations).

In this section we use the Newton method on the frequency map to compute and continue numerically LITs around \( L_5 \) of the CRTBP and the ERTBP for the Sun-Jupiter system, given by \( \mu_{SJ} = 0.00095388118 \). KAM theory (e.g. [19, 20]) predicts that there is a large set of LITs around \( L_5 \). For \( e = 0 \), the frequency analysis of the CRTBP for \( \mu = \mu_{SJ} \) shows that \( L_5 \) is stable from the effective viewpoint (e.g. [14, 27]) in a domain larger than the one for which the existence of LITs has been established (e.g. [4, 14]).

In the computations performed bellow we consider initial conditions close to \( L_5 \) parameterized as follows:

\[
x = \mu + (1 + \rho) \cos(2\pi \alpha), \quad y = (1 + \rho) \sin(2\pi \alpha), \quad z = z, \quad \dot{x} = \dot{y} = \dot{z} = 0, \quad f = 0.
\]

This selection of variables \((\alpha, \rho)\) is suitably adapted to the shape of the domain of stability of the problem. Taking zero velocity is a normalization condition for the LIT. Given an initial condition of this form, we assume that the corresponding trajectory belongs to a LIT of the system (with three frequencies for the CRTBP and four frequencies for the ERTBP). For \( e \neq 0 \) the time-frequency is known, so we focus on the remaining ones. For small values of \( e \), these frequencies are close to the ones of \( L_5 \) for the CRTBP (see (27)). In particular, the motion restricted to the plane \( z = 0 \) has only two frequencies. We address the computation of the frequency map in terms of the complex signal \( x_n + iy_n - \Gamma \), where the values of \( x_n \) and \( y_n \) are defined by using sampling time \( T = 1 \). This implies that the frequencies of the discrete signal are the same as those of the continuous one. The value of \( \Gamma \) is an approximation to the average of the discrete signal, computed using with \( p_f = 2 \) and \( q_f = 10 \). Notice that removing the average of the signal is a useful trick to accelerate the convergence of the unfolding process. We use the extrapolation parameters \( p_u = 2 \) and \( q_u = 10 \) for the unfolding procedure and we use \( p_r = 5 \) and \( q_r \leq 16 \) for the computation of the frequencies and its derivatives. To integrate the Hamiltonian \( H_e \) we use a Taylor method of order 22 and double precision arithmetic.

### 3.2.1 The planar case

To illustrate the flexibility of our approach, we perform different continuations of LITs of the planar CRTBP following several criteria. As starting point, we consider the initial condition given by

\[
\alpha = 0.28, \quad \rho = 0, \quad z = 0.
\]

By performing frequency analysis of the corresponding trajectory (e.g. [27]) we obtain the frequencies

\[
\omega_0^0/2\pi = 0.01258702486754, \quad \omega_2^0/2\pi = 0.15861068715732.
\]

To perform the computations, we ask for a tolerance of \( 10^{-14} \) in the computation of frequencies (but we do not explicitly control the accuracy of its derivatives) and a tolerance of \( 10^{-10} \) for the Newton method.

First, we continue LITs by fixing the value of one of the frequencies. Abusing notation, we denote by \((\omega_1, \omega_2)\) the components of the frequency map as function of the initial values \( \rho^0 \) and \( \alpha^0 \). Then, the considered equations are \( \omega_1 = \omega_1^0 \) and \( \omega_2 = \omega_2^0 \). Each of these equations defines a curve on the plane \( \alpha^0 \rho^0 \). Note that there is a
dense set of resonances as the other frequency moves along the curve. However, since no low-order resonances are encountered, we do not observe these holes numerically. Both curves are shown in the left plot of Fig. 3 and they define a convex domain around the point \((\alpha^0, \rho^0) = (1/3, 0)\), that corresponds to \(L_5\). These curves are very close to each other. In the right plot in Fig. 3 we display a zoom to show that they are different. This close-to-degenerate behavior is typically observed in celestial mechanics, since it is common that frequencies move very slowly with respect to initial conditions.

Next, we deal with the iso-energetic continuation \(\omega_2/\omega_1 = \omega_2^0/\omega_1^0\) using the energy \(E = H_0\) as a parameter. Now, we obtain a continuous curve very similar to the left plot of Fig. 3. In the same way, the value of \(\lambda\) defined by \((\omega_1, \omega_2) = \lambda \cdot (\omega_1^0, \omega_2^0)\) remains close to 1. Some points of the continuation are given in Table 5.

Finally, we consider the initial conditions of two different LITs of the planar CRTBP, and we use the method of Section 2.4 to compute some Fourier coefficients of the corresponding parameterizations. In this way, we illustrate that we can obtain a good enough approximation of the parameterization with a reasonable computational cost. As noted in Section 2.4, this approximate parameterization an be introduced as an initial guess for a parameterization KAM method. Explicitly, we consider the LITs with initial conditions given by (28) and the gray row in Table 5. In both cases the corresponding frequencies are known. Then, we take \(p_f = 7\) and \(q_f = 18\), and we compute \(\tilde{\gamma}_k\), \(k = (k_1, k_2)\), for \(|k_1| + |k_2| \leq 5\), \(|k_1| \leq 4\), and \(|k_2| \leq 4\). Results are shown in Fig. 4. We show in red some points corresponding to the numerical integration of the initial condition. In blue, we plot some curves obtained by mapping by the approximated parameterization some circles of the form \(\theta_1 = \text{const.}\) and \(\theta_2 = \text{const.}\). In both cases we observe a very nice agreement between the blue and red figures.
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3.2.2 The spatial case

If \( e = 0 \), we cannot properly speak about the stability domain of \( L_5 \) in the spatial CRTBP, as the 3-dimensional LITs of the system do not act as barriers in the 5-dimensional energy manifolds. The same happens if \( e \neq 0 \), since we have 4-dimensional LITs in the 7-dimensional extended phase space. Hence, for a general trajectory of these spatial problems, we can only ask for effective stability (i.e., stability for a very long time span). Nevertheless, the domain of effective stability of the spatial CRTBP behaves similarly as the domain of perpetual stability in the planar CRTBP. We refer to [27] for a complete frequency analysis of this domain.

First, we perform the numerical continuation of 3-dimensional LITs in the spatial CRTBP. We consider the LIT of the planar CRTBP with initial condition given in (28) and frequencies \( \omega_0^1 \) and \( \omega_0^2 \) given in (29). If we denote by \( \mathcal{F} = (\omega_1, \omega_2, \omega_3) \) the frequency map of the spatial CRTBP, defined as function of the variables \( (\alpha, \rho, z) \), labeling the selected initial conditions, then the equations \( \omega_1 = \omega_0^1 \) and \( \omega_2 = \omega_0^2 \) define a Cantor curve in the \( (\alpha, \rho, z) \)-space, that we parameterize by the arc parameter. The vertical frequency \( \omega_3 \) moves along this curve, close to the initial value \( \omega_0^3 = 1 \). We ask for a tolerance of \( 10^{-14} \) in the computation of the frequencies and \( 10^{-10} \) in the Newton method. Results are shown in the left plot of Fig. 5. We perform similar computations starting from other four spatial LITs close to \( L_5 \), which are characterized by the following initial conditions

\[
\begin{align*}
\alpha &= 0.30378, \quad \rho = -0.0063897277308054, \quad z = 0.16, \\
\alpha &= 0.28194, \quad \rho = -0.012727985304461, \quad z = 0.226, \\
\alpha &= 0.37788, \quad \rho = -0.0214910665205657, \quad z = 0.294, \\
\alpha &= 0.20550, \quad \rho = -0.0048939829652115, \quad z = 0.14.
\end{align*}
\]
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Figure 6: Numerical continuation of LIT in the spatial ERTBP with respect to $e$, defined by the equations $\omega_1 = \omega_1^0$, $\omega_2 = \omega_2^0$ and $\omega_3 = \omega_3^0$, for the values of $\omega_1^0$, $\omega_2^0$ and $\omega_3^0$ associated to the initial conditions given by (30) (in red), (31) (in green), (32) (in blue), and (33) (in magenta). Left: We show the parameter $\alpha$ vs $e$. Right: We show the parameter $\rho$ vs $e$.
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