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This talk is dedicated with love and support to all my Ukrainian friends and colleagues, and especially, to the kind and lovely persons who welcomed me so warmly in Kharkiv and who are now living a terrible nightmare.
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A function $f: M \rightarrow \mathbb{R}$ is said to be Lipschitz if there is a constant $K>0$ such that for every $x, y \in M$,

$$
|f(x)-f(y)| \leq K \cdot \rho(x, y)
$$

Intuition: the incremental slopes at any pairs are uniformly far from $\infty$ (they are $\leq K$, in fact). In other words, uniformly, there is no verticality.
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- This norm-attainment is called strong because there are other weaker, much less restrictive, norm-attainments considered that are also natural.


## The strong norm-attainment is restrictive

## Lemma 2.2 (Kadets-Martín-Soloviova, 2016)

If $f \in \operatorname{Lip}_{0}(M)$ attains its norm on a pair $(x, y) \in M \times M, x \neq y$, and if $z \in M \backslash\{x, y\}$ is such an element that $\rho(x, y)=\rho(x, z)+\rho(z, y)$, then $f$ strongly attains its norm on the pairs $(x, z)$ and $(z, y)$, and

$$
f(z)=\frac{\rho(z, y) f(x)+\rho(x, z) f(y)}{\rho(x, y)}
$$

In particular, if $M$ is a convex subset of a Banach space, then $f$ is affine on the closed segment $[x, y]$, that is, $f(\theta x+(1-\theta) y)=\theta f(x)+(1-\theta) f(y)$ for every $\theta \in[0,1]$.

In other words: if $f$ attains its norm strongly at $(x, y)$, it must also attain its norm strongly at any pair of distinct points in between them!

Actually, if the maximum possible slope of $f$ is attained at the pair $(x, y), f$ must be affine in between those points!
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For example, with $\rho$ given by $\|\cdot\|_{\infty}$, the complete space
is uniformly discrete, but NONE of the points has a closest point.
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\end{aligned}
$$

## Why is it useful?

1) $\mathcal{F}(M)^{*}$ is isometrically isomorphic to $\operatorname{Lip}_{0}(M)$. This allows us to "linearize" Lipschitz mappings.
2) Link to classical functionals theory: $\operatorname{SNA}(M) \subset \operatorname{NA}(\mathcal{F}(M), \mathbb{R})$ in a natural way.
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## Lemma 1

Let $M \subset M^{\prime}$ be pointed metric spaces and $n \in \mathbb{N}$. If $\ell_{1}^{n}$ embeds isometrically into $\operatorname{SNA}(M)$, then it also embeds isometrically into $\operatorname{SNA}\left(M^{\prime}\right)$.

Question: is it possible to get $\ell_{1}^{n}$ spaces, $n>1$, in $\operatorname{SNA}(M)$, where $M$ is finite?
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## Corollary

If $M>2$, then $\operatorname{SNA}(M)$ contains a 2-dimensional subspace isometrically.
Remark: Contrast with classical norm-attainment theory!
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## Theorem

If $|M| \geq 2^{n}$, then $\operatorname{SNA}(M)$ contains $\ell_{1}^{n}$ isometrically.

## Sketch of proof:

(1) Let $K \subset M$ with $|K|=2^{n}$. By Lemma 2, $\mathcal{F}(K)$ contains a 1-complemented subspace isometric to $\ell_{1}^{2^{n-1}}$.
(2) By Lemma 3, $\operatorname{Lip}_{0}(K)=\operatorname{SNA}(K)$ contains $\ell_{\infty}^{2^{n-1}}$ isometrically.
(3) By Lemma 4, SNA(K) contains $\ell_{1}^{n}$ isometrically.
(4) By Lemma 1, $\operatorname{SNA}(M)$ contains $\ell_{1}^{n}$ isometrically.

## Corollary

If $M$ is infinite, $\operatorname{SNA}(M)$ contains all the $\ell_{1}^{n}$ isometrically.
Compare this to the classical theory again, where there are Banach spaces $X$ such that $\mathrm{NA}(X)$ does not contain 2-dimensional linear subspaces.
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With retractions and McShane, this construction can be extended:

## Theorem

If $M$ is a metric space containing $[0,1]$ isometrically, then $\operatorname{SNA}(M)$ contains $c_{0}$ isometrically.
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Can we form "bigger" spaces than $c_{0}$ in $\operatorname{SNA}(M)$ for some $M$ ? For instance, non-separable spaces like $\ell_{\infty}$, or spaces with non-separable dual like $\ell_{1}$.

If we try to do this constructively on a simple space like $[0,1]$ or $\mathbb{R}^{n}$, we will struggle more than one may think.

However, surprisingly enough, ANY Banach space can be formed in some SNA(M) if you choose the right $M$.

## Theorem

If $Y$ is a Banach space, then it embeds isometrically in $\operatorname{SNA}\left(B_{Y^{*}}\right)$.
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So if $Y^{*}$ is not separable, $M$ CANNOT be separable either. Hence, some $\operatorname{SNA}(M)$ with $M$ infinite don't contain $\ell_{1}$, despite containing all the $\ell_{1}^{n}$ spaces.
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Earlier we saw that $\operatorname{SNA}([0,1])$ contains $c_{0}$ isometrically. We will now see that not much more can be said in this case.

Recall that a space is $\sigma$-(pre)compact if it's a countable union of (pre)compact sets. This includes all compact spaces and all $\mathbb{R}^{n}$ spaces, for instance.

## Theorem

Let $M$ be a $\sigma$-precompact pointed metric space, then all Banach subspaces in SNA $(M)$ are separable and isomorphic to polyhedral spaces.

So all the subspaces of $\operatorname{SNA}([0,1])$ are separable and isomorphically polyhedral, and the same happens on all the $\mathbb{R}^{n}$ spaces, for instance.
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