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Phugoid	mo1on	of	a	self-propelled	or	gliding	aircra3	or	
underwater	seacra3	is	one	of	the	basic	modes	of	flight	

dynamics	…	

The	phugoid	has	a	constant	angle	of	a<ack	with	varying	

pitch	due	to	repeated	exchange	of	airspeed	&	alAtude:	

the	vehicle	periodically	pitches	up	&	climbs	and	

subsequently	pitches	down	&	descends.	
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Referring to Figure 1, suppose the lift force perpendicular to the direction of the glider’s motion
is f(V ) where V (t) is the glider’s speed. For stationary incompressible ideal irrotational flows,
for example, when the circulation around the airfoil is proportional to the speed then the Kutta-
Jukowski theorem ensures that f(V ) ⇠ V

2. Newton’s Second Law implies that the equations of
motion for the speed and pitch angle ✓(t) in the frictionless (Drag = 0) limit follow frommd

2
x/dt

2 =
�f(V ) sin ✓ and md

2
y/dt

2 = f(V ) cos ✓�mg where ẋ = V cos ✓ and ẏ = V sin ✓. The closed set of
equations of motion for V and ✓ are (F.W. Lanchester, Aerodonetics, Constable & Co., 1908)

V̇ = �g sin ✓ (1)

mV ✓̇ = f(V )�mg cos ✓. (2)

The total mechanical energy is

E =
1

2
mV

2 +mgy =
1

2
mV (t)2 +mg

Z t

V (t0) sin ✓(t0) dt0 (3)

and (1) guarantees its conservation:

dE

dt

= mV

⇣
V̇ + g sin ✓

⌘
= 0. (4)

The curious ‘extra’ conserved quantity preserved by (1) and (2) is proportional to
Z V

f(V 0) dV � mgV cos ✓. (5)
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3. A Deeper Look at the Physics

For mathematical convenience, and to reduce the number of parameters, the equations discussed in
Sections 1 and 2 were a dimensionless version of the true equations of motion.  Now we consider the full
equations, with all the units included, so that we can understand the physics in more detail.  If we write
Newton’s law F = ma in a moving coordinate system, with one axis tangent to the flight path, and another
axis normal to it, the governing equations become

where m is the mass of the glider, g is the acceleration due to gravity, V > 0 is the speed of the glider, and θ
is the angle that its nose makes with the horizontal.

Coordinates Forces

Let’s try to understand the various forces. The terms mg sinθ and mg cosθ are the tangential and normal

components of the gravitational force. The term in the normal-force equation looks strange at first,

but it is simply the centripetal force. This is clear if we realize that , where R is the instantaneous

radius of curvature; then , a familiar expression for the centripetal force. The drag is a

tangential force due to air resistance that tends to slow the plane down, whereas the lift is the normal-

force that allows the plane to fly. Experiments indicate that both the drag and lift are proportional to V2, to

a good approximation, so the equations become 

where b and c are constants.
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Figure 1: Joukowski glider dynamics.
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…	emo-onally	distressing	dynamical	variables!	

.	Point vortex-like Hamiltonian dynamics:

q = ẋ

p = �ẏ

with the conserved quantity serving directly as the Hamiltonian,

H0(p, q) =
1

m

Z p
p2+q2

f(v) dv � g q

=
�

3m
(p2 + q

2)3/2 � g q for f(V ) = �V

2

so that

q̇ =
@H0

@p

and ṗ = �@H0

@q

reproduce the original Cartesian equations of motion.

Q2: As suggested in Bhatta’s dissertation, are such Hamiltonian or Lagrangian
formulations useful for control?

Q3: The central question remaining is, is there a clear physical/mechanical meaning
of the model’s curious conserved quantity? As previously mentioned, Darryl says “it
is what it is” but Charlie remains suspicious. Even the mysterious Laplace-Runge-
Lenz vector for inverse square force laws has an underlying symmetry at its ultimate
source2 although the intuitive physical/mechanical meaning may still be debatable.

2
http : //en.wikipedia.org/wiki/Laplace�Runge� Lenz vector
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q = ẋ = V cos ✓ (1)

p = �ẏ = �V sin ✓ (2)

(3)

Referring to Figure 1, suppose the lift force perpendicular to the direction of the
glider’s motion is f(V ) where V (t) is the glider’s speed.

For stationary incompressible ideal irrotational flows when the
circulation around the airfoil is proportional to the speed,
Kutta-Jukowski ) f(V ) ⇠ V

2.
Newton’s Second Law implies that the equations of motion for the speed and

pitch angle ✓(t) in the frictionless (Drag = 0) limit follow from

md

2
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2 = �f(V ) sin ✓
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Using the dynamical variables
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@q is the old familiar Poisson bracket.

In this setting we can construct a Lagrangian formulation as well. Restrict-
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2



The total mechanical energy is

E =
1

2
mV

2 +mgy =
1

2
mV (t)2 +mg

Z t

V (t0) sin ✓(t0) dt0 (3)

and (1) guarantees its conservation:

dE

dt

= mV

⇣
V̇ + g sin ✓

⌘
= 0. (4)

The curious ‘extra’ conserved quantity preserved by (1) & (2) is proportional to

Z V

f(v) dv � mgV cos ✓ (5)

=
�

3
V

3 � mgV cos ✓ when f(V ) = �V

2

Using the dynamical variables

q ⌘ ✓ and p ⌘ V

2

the extra conserved is

H1(p, q) =
1

m

Z p
f(r1/2)dr

r

1/2
� 2gp1/2 cos q

=
2�

3m
p

3/2 � 2gp1/2 cos q for f(V ) = �V

2

and upon changing variables equations (1) and (2) are
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Darryl noted that instead of the canonical Hamiltonian
structure we can reconsider the original variables

q ⌘ ✓ and p ⌘ V

and the non-canonical Poisson bracket

{F,G}2 =
✓
1

p

@F

@q

◆✓
@G

@p

◆
�
✓
@F

@p

◆✓
1

p

@G

@q

◆

so that
ṗ = {p,H2}2 and q̇ = {q,H2}2

with the conserved quantity serving directly as the Hamiltonian,

H2(p, q) =
1

m

Z p

f(v) dv � gp cos q

=
�

3m
p

3 � g p cos q for f(V ) = �V

2

The question is, what is the Lagrangian formulation in this setting? Is it defined
(at least almost) everywhere in the Q-Q̇ phase plane?

More generally, what (if any) is the relationship between the Lagrangian and Hamil-
tonian formulation with a non-canonical Poisson bracket? I never though about this
but cannot imagine the nobody else has.

Given all these considerations and observations some new questions arise:

Q1: Is the original full 4-dimensional system Hamiltonian? What is its Lagrangian?
Does it follow from a Lagrange-d’Alembert1 variational principle? Perhaps something
like

�

Z b

a

1

2
|ṙ|2 � gŷ · rdt =

Z b

a

f(|ṙ|)Jr̂ · �r? (12)

This is a challenge to the Lagrange-d’Alembert experts who will also need to explain
the appearance of the polar coordinate Poisson bracket in the reduced (Q,P ) = (✓, V )
variables.

1
http : //en.wikipedia.org/wiki/D0

Alembert

0
s principle

4



•  Okay	…	so	what?		What	does	it	all	mean?	

	

•  Thermal	glider	(e-ßH)?		Quantum	glider	(e
iHt
)?		

	

•  QuesAon	for	you	all:	is	the	‘extra’	conserved	
quanAty	the	consequence	of	a	symmetry?	

	

•  If	so,	what	symmetry?	

	

•  Jane	suggests	that	it	is	horizontal	translaAon	
invariance	...	but	Darryl	says	“It	is	what	it	is!”	

	

•  Anyway	maybe	this	is	a	nice	elementary	physically	

moAvated	model	upon	which	to	hone	your	tools!	

Hamiltonian	equa-ons	of	mo-on	and	the	‘extra’	conserved	
quan-ty	for	the	Lanchester-Joukowski	glider	



Hamiltonian	equa-ons	of	mo-on	and	the	‘extra’	conserved	
quan-ty	for	the	Lanchester-Joukowski	glider	
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For any quantity of interest in a system governed by ordinary di↵erential equations, it is natural
to seek the largest (or smallest) long-time average among solution trajectories. Upper bounds can be
proved a priori using auxiliary functions, the optimal choice of which is a convex optimization. We
show that the problems of finding maximal trajectories and minimal auxiliary functions are strongly
dual. Thus, auxiliary functions provide arbitrarily sharp upper bounds on maximal time averages.
They also provide volumes in phase space where maximal trajectories must lie. For polynomial
equations, auxiliary functions can be constructed by semidefinite programming, which we illustrate
using the Lorenz system.

Introduction – For dynamical systems governed by ordi-
nary di↵erential equations (ODEs) whose solutions are
complicated and perhaps chaotic, the primary interest is
often in long-time averages of key quantities. Time aver-
ages can depend on initial conditions, so it is natural to
seek the largest or smallest average among all trajecto-
ries, as well as extremal trajectories themselves. Various
uses of such trajectories are described in [1]. In many
nonlinear systems, however, it is prohibitively di�cult to
determine extremal time averages by constructing a large
number of candidate trajectories, which may be dynam-
ically unstable. It can be challenging both to compute
trajectories and to determine that none have been over-
looked. In this Letter we study an alternative approach
that is broadly applicable and often more tractable: con-
structing sharp a priori bounds on long-time averages.
We focus on upper bounds; lower bounds are analogous.

The search for an upper bound on a long-time aver-
age can be posed as a convex optimization problem [2],
as described in the next section. Its solution requires no
knowledge of trajectories. What is optimized is an auxil-
iary function defined on phase space, similar to Lyapunov
functions in stability theory. We prove here that the
best bound produced by solving this convex optimization
problem coincides exactly with the extremal long-time
average. That is, arbitrarily sharp bounds on time aver-
ages can be produced using increasingly optimal auxiliary
functions. Moreover, nearly optimal auxiliary functions
yield volumes in phase space where maximal and nearly
maximal trajectories must reside. Whether such auxil-
iary functions can be computed in practice depends on
the system being studied, but when the ODE and quan-
tity of interest are polynomial, auxiliary functions can
be constructed by solving semidefinite programs (SDPs)
[2–4]. The resulting bounds can be arbitrarily sharp. We
illustrate these methods using the Lorenz system [5].

Consider a well-posed autonomous ODE on Rd,

d
dtx = f(x), (1)

whose solutions are continuously di↵erentiable in their

initial conditions. To guarantee this, we assume that
f(x) is continuously di↵erentiable. Given a continuous
quantity of interest �(x), we define its long-time average

along a trajectory x(t) with initial condition x(0) = x0 by

�(x0) = lim sup
T!1

1

T

Z T

0
�(x(t)) dt. (2)

Time averages could be defined using lim inf instead; our
results hold mutatis mutandis [6].
Let B ⇢ Rd be a closed bounded region such that tra-

jectories beginning in B remain there. In a dissipative
system B could be an absorbing set; in a conservative sys-
tem B could be defined by constraints on invariants. We
are interested in the maximal long-time average among
all trajectories eventually remaining in B:

�
⇤
= max

x02B
�(x0). (3)

As shown below, there exist x0 attaining the maximum.
The fundamental questions addressed here are: what is
the value of �

⇤
, and which trajectories attain it?

Bounds by convex optimization – Upper bounds on long-
time averages can be deduced using the fact that time
derivatives of bounded functions average to zero. Given
any initial condition x0 in B and any V (x) in the class
C

1(B) of continuously di↵erentiable functions on B [7],

d
dtV = f ·rV = 0. (4)

This generates an infinite family of functions with the
same time average as � since for all such V

� = �+ f ·rV . (5)

Bounding the righthand side pointwise gives

�(x0)  max
x2B

{�+ f ·rV } (6)

for all initial conditions x0 2 B and auxiliary functions

V 2 C

1(B). Expression (6) is useful since no knowledge
of trajectories is needed to evaluate the righthand side.
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To obtain the optimal bound implied by (6), we min-
imize the righthand side over V and maximize the left-
hand side over x0:

max
x02B

�  inf
V 2C1(B)

max
x2B

{�+ f ·rV } . (7)

The minimization over auxiliary functions V in (7) is
convex, although minimizers need not exist. The main
mathematical result of this Letter is that the lefthand and
righthand optimizations are dual variational problems,
and moreover that strong duality holds, meaning that
(7) can be improved to an equality:

max
x02B

� = inf
V 2C1(B)

max
x2B

{�+ f ·rV } . (8)

Thus, arbitrarily sharp bounds on the maximal time av-
erage �

⇤
can be obtained using increasingly optimal V .

The next section describes how nearly optimal V can
also be used to locate maximal and nearly maximal tra-
jectories in phase space. The section after illustrates
these ideas using the Lorenz system, for which we have
constructed nearly optimal V by solving SDPs. The final
section proves the strong duality (8) and establishes the
existence of maximal trajectories.

Near optimizers – An initial condition x

⇤
0 and auxiliary

function V

⇤ are optimal if and only if they satisfy

�(x⇤
0) = max

x2B
{�+ f ·rV

⇤} . (9)

Even if the infimum over V in (8) is not attained, there
exist nearly optimal pairs. That is, for all ✏ > 0 there
exist (x0, V ) for which (6) is within ✏ of an equality:

0  max
x2B

{�+ f ·rV }� �(x0)  ✏. (10)

In such cases, max
x2B {�+ f ·rV } is within ✏ of being

a sharp upper bound on �
⇤
, while the trajectory starting

at x0 achieves a time average � within ✏ of �
⇤
.

Nearly optimal V can be used to locate all trajectories
consistent with (10). Moving the constant term inside
the time average and subtracting the identity (4) gives

0  max
x2B

{�+ f ·rV }� (�+ f ·rV )  ✏ (11)

for such trajectories. The integrand in (11) is nonneg-
ative, and the fraction of time it exceeds ✏ can be esti-
mated. Consider the set where the integrand is no larger
than M > ✏,

SM =
n

x 2 B : max
x2B

{�+ f ·rV }�(�+f ·rV )(x)  M

o

.

(12)
Let FM (T ) denote the fraction of time t 2 [0, T ] during
which x(t) 2 SM . For any trajectory obeying (11), this
time fraction is bounded below as

lim inf
T!1

FM (T ) � 1� ✏/M. (13)

In practice, it may not be known if there exist tra-
jectories satisfying (10) for a given V and ✏. Still, the
estimate (13) says that any such trajectories would lie
in SM for a fraction of time no smaller than 1 � ✏/M .
The conclusion is strongest when ✏ ⌧ M , but if M is
too large the volume SM is large and featureless, failing
to distinguish nearly maximal trajectories. The result is
most informative when V is nearly optimal so that there
exist trajectories where ✏ ⌧ M with M not too large.
If a minimal V ⇤ exists, its set S0 is related to maxi-

mal trajectories. Any such trajectory achieves ✏ = 0 in
(11). If it is a periodic orbit, for instance, it must lie in
S0. Thus V ⇤ is determined up to a constant on maximal
orbits. More generally, V ⇤ must satisfy

�(x) + f(x) ·rV

⇤(x) = �
⇤

(14)

for all x 2 S0. It is tempting to conjecture that S0 coin-
cides with maximal trajectories but, as described at the
end of the next section, S0 can also contain points not
on any maximal trajectory.

Nearly optimal bounds & orbits in Lorenz’s system –

When f(x) and �(x) are polynomials, V (x) can be
optimized computationally within a chosen polynomial
ansatz by solving an SDP [2–4]. The bound �

⇤  U

follows from (6) if �+ f ·rV  U for all x 2 B. A suf-
ficient condition for this is that U ��� f ·rV is a sum
of squares (SOS) of polynomials. The latter is equivalent
to an SDP and is often computationally tractable [8, 9].
It does not follow from the strong duality result (8)

that bounds computed by SOS methods can be arbi-
trarily sharp. This is because requiring the polynomial
U � � � f · rV to be SOS is generally stronger than
requiring it to be nonnegative [8, 10]. Conditions un-
der which the SOS bounding method is sharp are the
subject of ongoing research. For several systems, SOS
bounds have been constructed that either are sharp or
appear to become sharp as the polynomial degree of V
increases [3, 4].
The remainder of this section presents the results of

SOS bounding computations for the Lorenz system at
the standard chaotic parameters (�,�, r) = (8/3, 10, 28).
We obtain nearly sharp bounds on the maximal time
average of �(x, y, z) = z

4, as well as approximations
to maximal trajectories. Because there exist compact
absorbing balls [5], maximization over such B in (3) is
equivalent to maximization over Rd. As reported in [4],
Viswanath’s periodic orbit library [11] suggests that the

maximal average z

4
⇤
is attained by the shortest periodic

orbit—the black curves in Fig. 1. We have used SOS
methods to construct nearly optimal V (x, y, z) and ac-
companying upper bounds U . Similar results for various
� in the Lorenz system appear in [4]. Here we report
more precise computations for � = z

4, obtained using
the multiple precision SDP solver SDPA-GMP [12, 13].
Conversion of SOS conditions to SDPs was automated by
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TABLE I. Upper bounds z4  U in the Lorenz system com-
puted using polynomial V (x, y, z) of various degrees. Under-
lined digits agree with the value z

4 ⇡ 592827.338 attained on
the shortest periodic orbit.

Degree of V Upper bound U

4 635908.

6 595152.

8 592935.

10 592827.568

12 592827.344

YALIMP [14, 15], which was interfaced with the solver
via mpYALMIP [16].

Table I reports upper bounds computed by solving
SDPs that produce optimal V of various polynomial de-
grees. The bounds appear to approach perfection as the
degree of V increases, reflecting the duality (8). We do
not report the lengthy expressions for these V ; some sim-
pler examples appear in [4].

To demonstrate how the volumes SM defined in (12)
approximate maximal trajectories, we consider the poly-
nomials V of degrees 6 and 10 that produce the bounds
in Table I. For the maximum in the definition of SM we
use the corresponding U , which bounds it from above. In
each case we find that U is within 0.1 of the true maxi-
mum over any ball B containing the attractor.

Figure 1a shows the volume S3000 for the degree-6 V ,
as well as the orbit that appears to maximize z4. The vol-
ume captures the rough location and shape of the orbit
while omitting much of the strange attractor, but this V
is not optimal enough to yield strong quantitative state-
ments. It follows from (13) that any trajectory where
z

4 is within ✏ of the upper bound U = 595152 must lie
inside S3000 for a fraction of time no less than 1�✏/3000.
However, there are no trajectories on which this is close
to unity; the higher-degree bounds in Table I preclude
any trajectories with ✏ < 2324.

The degree-10 V gives a significantly refined picture of
maximal and nearly maximal trajectories for z4. Figure
1b shows the volume S1000 defined using this V . It follows
from (13) that any trajectory where z4 comes within ✏ of
U = 592827.568 must lie in S1000 for a fraction of time
no less than 1�✏/1000. There exist trajectories on which
this is nearly unity: on the shortest periodic orbit z

4 is
only ✏ ⇡ 0.23 smaller than U . Any trajectory where z4 is
so large must spend at least 99.97% of its time in S1000.

Finding maximal trajectories directly may be in-
tractable in many systems. We propose that the next
best option is to compute volumes like those in Fig. 1.
However, we caution that finding points in a set SM de-
fined by (12) can itself be di�cult, even for polynomials.

As the auxiliary functions producing upper bounds on
�

⇤
approach optimality, the integrand in (11) approaches

zero almost everywhere on maximal trajectories. This

(a)

(b)

FIG. 1. (a) The volume S3000 for the optimal degree-6 poly-
nomial V ; (b) The volume S1000 for the optimal degree-10
polynomial V . Any trajectory maximizing z

4 must spend at
least 99.97% of its time in S1000. The black curves show the
shortest periodic orbit, which appears to maximize z

4.

can be seen in Fig. 2a, where the integrand is plotted
along the shortest periodic orbit in the Lorenz system
for our polynomials V of degrees 6, 8, and 10. Along
other orbits where z

4 is large but not maximal, V is
less strongly constrained. As an example, we consider
the periodic orbit computed in [11] that winds around
the two wings of the Lorenz attractor with symbol se-
quence AABABB. On this orbit z

4 is smaller than the
maximum by approximately 2798. The integral in (11)
remains between 0 and 2798 as V approaches optimality
but need not approach 0 on this orbit. In our computa-
tions it does not, as seen in Fig. 2b.
Although the auxiliary polynomials V yielding the

bounds on z

4 in Table I approach optimality, they are
not exactly optimal. Optimal V ⇤ which are polynomial,
however, have been constructed to prove sharp bounds on
other averages in the Lorenz system, including z, z2, and
z

3 [4, 17, 18]. These averages are maximized on the two
nonzero equilibria; in each case the set S0 corresponding
to V

⇤ is the line through these equilibria. These S0 no-
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tably include points not on any maximal trajectory. In
contrast, for z4 the shortest periodic orbit appears to be
maximal. This conjecture could be proved by construct-
ing a V whose S0 contains the shortest orbit. If such
a V exists, it would necessarily be optimal. However,
we expect that this orbit is non-algebraic and that no
polynomial V can be optimal.

Proof of duality – To prove the strong duality (8) we
require several facts from ergodic theory, which are prov-
able by standard methods as in [19]. (See also [20, Chap.
12].) Let 't(x) denote the flow map x(·) 7! x(· + t) for
the ODE (1). By assumption, 't is well-defined on B

for all t � 0 and is continuously di↵erentiable there. Let
Pr(B) denote the space of Borel probability measures on
B. A measure µ 2 Pr(B) is invariant with respect to 't

if µ('�1
t A) = µ(A) for all Borel sets A and all t. Such a

measure is ergodic if to any invariant Borel set it assigns
measure either zero or one. The set of invariant prob-
ability measures on B is nonempty, convex, and weak-⇤
compact; its extreme points are ergodic.

Our proof of the duality (8) proceeds via a standard
minimax template from convex analysis (see, e.g., [21]).
It su�ces to establish the following sequence of equalities:

max
x02B

� = max
µ2Pr(B)
µ is invar.

Z

� dµ (15a)

= sup
µ2Pr(B)

inf
V 2C1(B)

Z

�+ f ·rV dµ (15b)

= inf
V 2C1(B)

sup
µ2Pr(B)

Z

�+ f ·rV dµ (15c)

= inf
V 2C1(B)

max
x2B

{�+ f ·rV } . (15d)

The final equality (15d) is evident since, for each V , the
supremum in (15c) is attained by a suitable Dirac mea-
sure. The remainder of this section is devoted to proving
the first three equalities (15a)–(15c), along with the fact
that the maximum in (15a) is attained.

We begin by proving (15a). We claim that the right-
hand problem appearing there is a concave relaxation of
the lefthand problem, and that it attains the same max-
imum. To see this, note first that for each initial condi-
tion x0 in B there exists at least one invariant probability
measure µ that attains �(x0) =

R

� dµ. Thus,

sup
x02B

�(x0)  max
µ2Pr(B)
µ is invar.

Z

� dµ. (16)

The righthand problem in (16) is a maximization of a
continuous linear functional over a compact convex sub-
set of Pr(B), so it achieves its maximum at an extreme
point µ

⇤ [22, Chap. 13], which is an ergodic invariant
measure. By Birkho↵’s ergodic theorem [19],

�(x0) =

Z

� dµ

⇤ = max
µ2Pr(B)
µ is invar.

Z

� dµ (17)

t
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FIG. 2. The quantity U�(�+ f ·rV ) for � = z

4 and polyno-
mials V of degrees 6 ( ), 8 ( ), and 10 ( ), plotted
along (a) the shortest periodic orbit and (b) the periodic orbit
with symbol sequence AABABB.

for almost every x0 in the support of µ⇤. Therefore the
inequality in (16) is in fact an equality, and any such x0

attains the maximal time average �
⇤
. This proves (15a).

To prove the second equality (15b) we require the fol-
lowing equivalence of Lagrangian and Eulerian notions
of invariance: a Borel probability measure µ is invariant
with respect to 't by the usual (Lagrangian) definition
if and only if the vector-valued measure fµ is weakly
divergence-free. The latter condition, which we denote
by div fµ = 0, means that

Z

f ·r dµ = 0 (18)

for all smooth and compactly supported  (x). This is an
Eulerian characterization of invariance.
The fact that div fµ = 0 is equivalent to invariance is

quickly proved using the flow semigroup identity, which
states that 't+s = 't � 's for all t and s. It follows that

d

dt

Z

 � 't dµ =

Z

f ·r( � 't) dµ (19)

for all smooth and compactly supported  . If div fµ = 0,
the righthand side of (19) vanishes, so µ is invariant.
Conversely, if µ is invariant then the lefthand side of (19)
vanishes for all t, and at t = 0 we find the statement that
fµ is weakly divergence-free.
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With the Eulerian characterization of invariance in
hand, we turn to proving (15b). Depending on µ, there
are two possibilities for the minimization over V in (15b):

inf
V 2C1(B)

Z

f ·rV dµ =

(

0 div fµ = 0

�1 otherwise.
(20)

Only measures for which div fµ = 0 can give values larger
than �1 in (15b). As shown above, div fµ = 0 if and
only if µ is invariant. Therefore, since there always exists
at least one invariant probability measure,

sup
µ2Pr(B)

inf
V 2C1(B)

Z

�+ f ·rV dµ = max
µ2Pr(B)
µ is invar.

Z

� dµ.

(21)
Thus (15b) is proven. In other words,

L(µ, V ) =

Z

�+ f ·rV dµ (22)

is a Lagrangian for the constrained maximization appear-
ing on the righthand side of (21).

Finally, we prove the equality (15c). In terms of the
Lagrangian L, we must show that

sup
µ2Pr(B)

inf
V 2C1(B)

L = inf
V 2C1(B)

sup
µ2Pr(B)

L. (23)

The fact that the order of inf and sup can be reversed
without introducing a so-called duality gap is not trivial;
it is at the heart of our proof of the strong duality (8).
This reversal relies on properties of the Lagrangian L and
the spaces Pr(B) and C

1(B).
The desired equality (23) can be proved using any of

several abstract minimax theorems from convex analy-
sis. Here we apply a fairly general infinite-dimensional
version due to Sion [23]. We follow the notation of its
statement in the introduction of [24], which contains an
elementary proof. Let X = Pr(B) in the weak-⇤ topol-
ogy. It is a compact convex subset of a linear topological
space. Let Y = C

1(B) in the C

1-norm topology, which
is itself a linear topological space. Take f = �L and
observe that f(x, ·) is upper semicontinuous and quasi-
concave on Y for each x 2 X, and that f(·, y) is lower
semicontinuous and quasi-convex on X for each y 2 Y .
Then (23) follows from a direct application of Sion’s min-
imax theorem [24], so (15c) is proven.

This completes the proof of the equalities (15a)–(15d)
and so too the proof of the strong duality (8).
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