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The Hilbert transform

The Hilbert transform Hf arose in 1905 in connection with Hilbert�s
twenty-�rst problem, and for f 2 L2 (R) is de�ned almost everywhere by
the principal value singular integral

Hf (x) = p.v .
Z 1
y � x f (y) dy

� lim
ε!0

Z
jy�x j>ε

1
y � x f (y) dy , a.e.x 2 R.
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The convolution kernel of H
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The two weight problem

Problem: Given two locally �nite positive Borel measures σ and ω on
R, characterize the boundedness of Hσ from L2 (σ) to L2 (ω):�Z

R
jHσf j2 dω

� 1
2

� N
�Z

R
jf j2 dσ

� 1
2

, f 2 L2 (σ) ,

uniformly over all appropriate truncations of the operator T .

Here Hσf � H (f σ), and the appropriate truncations

Hσ,δ,R f (x) �
Z

R
Kδ,R (x , y) f (y) dσ (y) , x 2 R,

are given by a family
�

ηδ,R

	
0<δ<R<∞ of nonnegative functions on

[0,∞) so that the truncated kernels Kδ,R (x , y) = ηδ,R (jx � y j) 1
y�x

are bounded with compact support for �xed x or y .

E. Sawyer (McMaster University) Tb theorem May 29, 2018 3 / 51



The two weight problem

Problem: Given two locally �nite positive Borel measures σ and ω on
R, characterize the boundedness of Hσ from L2 (σ) to L2 (ω):�Z

R
jHσf j2 dω

� 1
2

� N
�Z

R
jf j2 dσ

� 1
2

, f 2 L2 (σ) ,

uniformly over all appropriate truncations of the operator T .

Here Hσf � H (f σ), and the appropriate truncations

Hσ,δ,R f (x) �
Z

R
Kδ,R (x , y) f (y) dσ (y) , x 2 R,

are given by a family
�

ηδ,R

	
0<δ<R<∞ of nonnegative functions on

[0,∞) so that the truncated kernels Kδ,R (x , y) = ηδ,R (jx � y j) 1
y�x

are bounded with compact support for �xed x or y .

E. Sawyer (McMaster University) Tb theorem May 29, 2018 3 / 51



Toward a geometric characterization
The pivotal condition of NTV

In 2004 Nazarov, Treil and Volberg showed that if a weight pair
(ω, σ) satis�es the pivotal condition
∞

∑
r=1
jIr jω P(Ir ,χI0σ)

2 � P2� jI0jσ ; P(I , ν) =
Z jI j
jI j2 + jx � cI j2

dν (x) ,

and its dual for all decompositions of an interval I0 into subintervals Ir ,

­4 ­2 0 2 4

1.0

x

y

then the Hilbert transform H satis�es the two weight L2 inequalityZ
jH (f σ)j2 dω � N

Z
jf j2 dσ,

uniformly for all smooth truncations of the Hilbert transform,
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Toward a geometric characterization
The NTV conditions

if and only if the weight pair (ω, σ) satis�es

De�nition (A2 condition on steroids)

sup
I

P(I ,ω) � P(I , σ) � A2 < ∞ ,

as well as

De�nition (interval testing conditions)Z
I
jH (χIσ)j

2 dω � T2 jI jσ and
Z
I
jH (χIω)j

2 dσ � (T�)2 jI jω .

A key innovation of NTV was the use of random grids that were
�good�with large probability - good in the sense that small intervals
too close to the boundary of a large grandparent could be safely
ignored.
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Energy and functional energy

Lacey, Sawyer and Uriarte-Tuero introduced another key innovation in
the energy condition (a re�nement of NTV�s pivotal condition):

∞

∑
r=1
jIr jω E (Ir ,ω)

2 P (Ir ,χIσ)
2 � E2 jI jσ , I =

�[∞

r=1
Ir ,

a consequence of the testing conditions and the Muckenhoupt
condition, and where

E(J,ω) �
 

E
ω(dx )
J E

ω(dx 0)
J

� jx � x 0j
jJ j

�2!1/2

.

A related functional energy condition replaced the Poisson term
P (Ir ,χIσ) with P (Ir , hσ), and played a crucial role in handling the
�far�forms, which led to an indicator/interval characterization:
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The indicator/interval characterization
Unpublished

Theorem (Lacey, Sawyer, Shen and Uriarte-Tuero (2012))

The best constant N in the two weight inequality (1) for the Hilbert
transform satis�es

N �
p
A2 + I+ I�,

where I, I� are the best constants in the indicator/interval testing
conditions,Z

I
jH (1E σ)j2 ω � I jI jσ ,

Z
I
jH (1Eω)j2 σ � I� jI jω ,

for all intervals I and closed subsets E of I .
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The Nazarov Treil Volberg conjecture

A question raised in Volberg�s 2003 CBMS book, known as the NTV
conjecture, was whether or notZ

R
jH (f σ)j2 ω � N

Z
R
jf j2 σ, f 2 L2 (σ) , (1)

is equivalent to the A2 condition and the two interval testing conditions.

E. Sawyer (McMaster University) Tb theorem May 29, 2018 8 / 51



The NTV conjecture solved

In 2013 a third key innovation was provided by M. Lacey who found a
brilliant bottom/up stopping time and recursion argument needed to
control what was then a mysterious local term. The proof is in a two
part paper in Duke J. Math.: Part I (M.L., E.S., C.-Y.S., I.U.-T.) and
Part II (M.L.) with Lacey�s local argument in the second part.

Theorem
The best constant N in the two weight inequality (1) for the Hilbert
transform, with no common point masses, satis�es

N �
p
A2 + T+ T�,

i.e. Hσ is bounded from L2 (σ) to L2 (ω) if and only if the A2 and interval
testing conditions hold.

T. Hytönen included common point masses using �holes�in the
Muckenhoupt conditions.
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Positive derivative of the kernel

The arguments in the proof are tied closely to the positivity of the
derivative K 0 (x) of the Hilbert transform kernel K (x) = � 1

x .

Indeed, this property underlies the necessity of the energy condition
for testing and Muckenhoupt, upon observing that for a positive
measure µ supported outside the double 2J,

Hµ (x)�Hµ (x 0)
x � x 0 =

1
x � x 0

Z
Rn2J

�
1

y � x �
1

y � x 0
�
dµ (y)

=
1
jJ j

Z
Rn2J

jJ j
(y � x) (y � x 0)dµ (y) �

P
�
J, 1Rn2Jµ

�
jJ j ,

and then using a �create/plug the hole�argument,

LHSenergy �
∞

∑
r=1

E
ω(dx )
Ir

E
ω(dx 0)
Ir

jH1I nIr σ (x)�H1I nIr σ
�
x 0
�
j2+A2 jI jσ ,

with H1I nIr σ = H1Iσ�H1Ir σ, and �nally using testing on I and all
the Ir .
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Improving the T1 theorem I

G. David, J.-L. Journé and S. Semmes improved the T1 theorem for
Lebesgue measure by replacing the testing function 1 with a bounded
accretive function b, i.e. Re b � c > 0. Applications include an �easy�
proof of the boundedness of the Cauchy operator on Lipschitz curves.

M. Christ then further improved this Tb theorem to a local Tb
theorem for a single doubling weight on a homogeneous space in
which the testing functions are now a family b = fbQg of bounded
accretive functions indexed by �cubes�Q.

Further improvements, such as relaxing the integrability of the testing
functions b, and extending the weight to upper doubling, were then
made by many authors, including Auscher, David, Hytönen, Hofmann,
Lacey, Martikainen, Muscalu, Nazarov, Tao, Thiele, Treil, and
Volberg, with applications to the solution of Painlevé�s problem, the
Kato problem, and layer potentials.
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NTV advances

Building on the b-adapted Haar functions of David, Journé and
Semmes, and Coifman, Jones and Semmes, NTV used
measure-adapted Haar functions hµ,b

Q with bounded testing functions

b = fbQgQ2P and b-martingale di¤erences 4
σ,b
I f (where in the

setting of T1, 4σ,1
I f =

D
f , hσ,1

I

E
σ
hσ,1
I is an orthogonal projection),

together with a key new technique of random grids supporting the
Haar functions, to reduce matters in the inner product

hTf , giω = ∑
I2D

∑
J2G

Z �
Tσ 4σ,b

I f
�
4σ,b�
J gdω

to the control of well-behaved pairs of intervals (I , J).

NTV then established frame inequalities for the martingale di¤erences

4σ,b
I f and their adjoints

�
4σ,b
I

��
f , and

they established surgery to handle the di¢ cult nearby inner productsR �
Tσ 4σ,b

I f
�
4σ,b�
J gdω when I and J are close in scale and

position.
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Hytönen-Martikainen and Lacey-Martikainen advances

Hytönen- Martikainen obtained the one weight local Tb theorem for a
doubling weight assuming b 2 L2 (µ) and Tb in Ls (µ) for some
s > 2, introducing a new weaker notion of goodness to accommodate
the lack of orthogonal projections.

Lacey-Martikainen obtained the one weight local Tb theorem for an
upper doubling measure with testing functions b in L2 (µ) and Tb in
L2 (µ), exploiting the fact that estimates involving Carleson
conditions many levels down can be absorbed.

However, this argument uses methods of interpolation not
immediately available in the two weight setting.
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Improving the T1 theorem II

This raises the question of �nding a Tb theorem for the Hilbert
transform involving two weights instead of one weight.

However, an immediate di¢ culty is the control of the energy
condition by the Muckenhoupt and b-testing conditions when b
�breaks�. As a consequence we include both the Muckenhoupt and
energy conditions in our characterization of the norm inequality.

There is an example of Lacey, Sawyer and Uriarte-Tuero to show that
the Muckenhoupt and energy conditions alone do not su¢ ce for the
norm inequality, but we do not know whether the Muckenhoupt and
b-testing conditions alone su¢ ce.
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De�nitions I
Weakly accretive complex-valued functions

A complex-valued function b on R is said to be accretive if

0 < c � Re b (x) � jb (x)j � C < ∞, x 2 R.

Denote by P the collection of intervals in R.

Let p � 2 and let µ be a locally �nite positive Borel measure on R.
We say that a family b = fbQgQ2P of functions indexed by P is a
p-weakly µ-accretive family of functions on R if for all Q 2 P ,

support bQ � Q ,

0 < cb �
����� 1
jQ jµ

Z
Q
bQdµ

����� �
 

1
jQ jµ

Z
Q
jbQ jp dµ

! 1
p

� Cb < ∞ .

Without loss of generality we may take bQ real-valued.
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1
jQ jµ

Z
Q
jbQ jp dµ
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De�nitions II
b-testing conditions

Suppose σ and ω are locally �nite positive Borel measures on R. The
b-testing and b�-testing conditions for H are given byZ

Q
jHσbQ j2 dω � Tb jQ jσ , for all intervals Q,Z

Q

��Hωb�Q
��2 dσ � Tb

�,� jQ jω , for all intervals Q.

T. Hytönen show that the full b-testing conditions for H,Z
R
jHσbQ j2 dω � FTb jQ jσ , for all intervals Q,

are controlled by the b-testing and Muckenhoupt conditions.
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A local two weight Tb theorem

Theorem (Sawyer, Shen and Uriarte-Tuero)

Suppose that σ and ω are locally �nite positive Borel measures on the real
line R. Set Hσf = H (f σ) for any smooth truncation of T α

σ , let p > 2 and
let b = fbQgQ2P and b� =

�
b�Q
	
Q2P be p-weakly σ-accretive families of

functions on R. Then the Hilbert transform Hσ is bounded from L2 (σ) to
L2 (ω) with operator norm NH uniformly in smooth truncations of Hσ ,
i.e.

kHσ,δ,R f kL2(ω) � NH kf kL2(σ) , f 2 L2 (σ) , 0 < δ < R < ∞,

if and only if the Muckenhoupt and energy conditions hold, and the
b-testing and b�-testing conditions for H both hold. Moreover, we have
the equivalence,

NH � TbH + Tb
�
H +

p
Aα
2 + E

α
2 .
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Generalization to alpha-fractional singular integrals

Let 0 � α < 1. A standard α-fractional CZ kernel K α(x , y) is a
real-valued function de�ned on R�R satisfying the following for
some δ > 0: For x 6= y ,

jK α (x , y)j � CCZ jx � y jα�1 , jrK α (x , y)j � CCZ jx � y jα�2 ,��rK α (x , y)�rK α
�
x 0, y

��� � CCZ � jx � x 0jjx � y j

�δ

jx � y jα�2 .

An α-fractional singular integral T α with kernel K α is elliptic if
jK α (x , y)j � c jx � y jα�1, and gradient elliptic if

d
dx
K α (x , y) ,� d

dy
K α (x , y) � c jx � y jα�2 . (2)

The Hilbert transform kernel K (x , y) = 1
y�x is elliptic and (2) holds

with α = 0.
If T α is elliptic and gradient elliptic then

NT α � TbRα + Tb,�Rα +
p
Aα
2 + E

α
2 .
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The one weight case

In the special case that σ = ω = µ and 0 < α < 1, the classical
Muckenhoupt Aα

2 condition is

sup
Q2P

jQ jµ
jQ j1�α

jQ jµ
jQ j1�α < ∞,

which is precisely the upper doubling measure condition with
exponent 1� α, i.e.

jQ jµ � C ` (Q)
1�α , for all intervals Q.

Both Poisson integrals are then bounded,

Pα (Q, µ) .
∞

∑
k=0

jQ j
(2k jQ j)2�α

���2kQ���
µ
. Cα < ∞,

Pα (Q, µ) .
∞

∑
k=0

 
jQ j

(2k jQ j)2

!1�α ���2kQ���
µ
. Cα < ∞.
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One weight Tb theorems

The equal weight pair (µ, µ) satis�es not only the Muckenhoupt Aα
2

condition, but also the strong energy condition Eα
2 :

∞

∑
r=1

�
Pα (Ir , 1Iσ)

jIr j

�2 

x � Eω
Ir x


2
L2(1Ir ω)

� C
∞

∑
r=1





x � Eω
Ir x

jIr j





2
L2(1Ir ω)

� C
∞

∑
r=1
jIr jω � C jI jω = C jI jσ ,

since ω = σ = µ.

Thus our two weight Tb theorem, when restricted to a single weight
σ = ω, recovers a weaker version of the one weight theorem of Lacey
and Martikainen for dimension n = 1 - weaker due to our assumption
that p > 2.
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Four di¢ culties with two weight Tb
Weak testing and the nearby terms

In order to control the dual martingale di¤erences for �breaking�
children, i.e. when the testing function corresponding to a child is not
the restriction of the testing function of the parent, we need to follow
NTV in constructing coronas in which the restrictions don�t change,
and for which the �breaking�intervals satisfy a Carleson condition.

This makes the so-called �nearby�inner products hT α
σ bI , b

�
J iω, i.e.

those in which the intervals I and J are close in both position and
scale, di¢ cult to estimate due to the fact that the testing conditions
are lost in the corona, except at the tops of coronas, and are replaced
with just a weak testing condition.
In the one weight setting, special considerations such as boundedness
of Poisson integrals, are taken into account in handling nearby inner
products with random surgery, and are unavailable to us here.
We develop a recursive method for controlling the nearby form with
energy conditions and testing at the tops of the coronas - resurrecting
the original testing functions discarded during the corona construction.
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Four di¢ culties with two weight Tb
Paraproducts and weak Riesz inequalities

As shown by Hytönen and Martikainen, martingale di¤erences fail to
satisfy two-sided frame-like and Riesz-like inequalities in the setting of
a Tb theorem when p = 2, complicating the treatment of
paraproducts.

We assume p > 2 in the upper Lp control of testing functions, and
then reduce this case to that of bounded testing functions using an
absorption and recursion argument. We then further reduce to the
case where the testing functions bQ are reverse Hölder on children Q 0.

For such families of testing functions, we prove two-sided weak frame
and Riesz inequalities for martingale and dual martingale di¤erences
(except for lower Riesz inequalities for martingale di¤erences, which
remain open but not needed), and that enable many of the T1 two
weight techniques to carry over here in the Tb setting. In particular
these are key to controlling paraproducts here.
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Four di¢ culties with two weight Tb
Weak goodness

Only a weaker form of goodness due to Hytönen and Martikainen is
available for use in two weight Tb theorems. Indeed, as emphasized
by Hytönen-Martikainen, we can no longer simply add back in bad
intervals whenever we want telescoping identities to hold.

In fact, in the analysis of the form with ` (J) � ` (I ), it is necessary
to have goodness for the intervals J and telescoping for the intervals
I ; and in the analysis of the form with ` (J) > ` (I ), it is necessary to
have just the opposite. Thus goodness can only be introduced after
we have restricted the sum to intervals J that have smaller side length
than I .
We accommodate weak goodness in controlling functional energy
with a di¤erent decomposition of the stopping intervals into
�Whitney�intervals, and two independent families of grids, and in
bounding the stopping form by Lacey�s size functional on admissible
collections using the bottom/up corona construction of Lacey
together with an additional top/down �indented�corona construction
to deal with the lack of goodness in telescoping intervals.
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Four di¢ culties with two weight Tb
Montonicity and Energy Lemmas

Since dual martingale di¤erences are not in general projections when
children �break�, the Monotonicity Lemma fails to hold in any of the
traditional forms arising in the setting of T1 theorems.

We use the Lacey-Wick formulation from higher dimensions and
introduce an additional square function bound on the right hand side
involving an in�mum of averages,

inf
z2R

∑
J 02Cbroken(J )

��J 0��
ω
(Eω
J 0 jx � z j)

2 ,

summed over broken children.
We also use the fact that the corresponding �unbroken�dual
martingale di¤erences form projections, but then we also need to
modify the testing function at the top of a corona, and also re�ne the
triple corona construction, so that dual martingale di¤erences have
reverse Hölder controlled averages on children (automatic for
doubling measures).
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Organization of the proof

We begin with three reductions on the testing functions, improving
behaviour at each step.

Then we use stopping conditions to construct coronas with control of
averages, accretivity of testing functions, weak testing of the
operator, control of stopping energy, and reverse Holder control on
children of the parent testing function.
Then we de�ne broken dual martingale di¤erences in terms of the
corona construction of testing functions. We assume wlog that the
family b = fbQgQ2P of testing functions indexed by P is an
∞-strongly σ-controlled accretive family.
Then we begin analysis of the bilinear form hT (f σ) , giω with the
Hytönen-Martikainen decomposition, infusing weak goodness into the
main �below�form and using the Monotonicity Lemma.
Then we control the nearby form with a new recursive argument using
the energy stopping times and the �original�testing functions.
Finally we discuss control of functional energy and the stopping form
argument of M. Lacey, now adding a top/down indented corona.
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corona construction of testing functions. We assume wlog that the
family b = fbQgQ2P of testing functions indexed by P is an
∞-strongly σ-controlled accretive family.
Then we begin analysis of the bilinear form hT (f σ) , giω with the
Hytönen-Martikainen decomposition, infusing weak goodness into the
main �below�form and using the Monotonicity Lemma.
Then we control the nearby form with a new recursive argument using
the energy stopping times and the �original�testing functions.

Finally we discuss control of functional energy and the stopping form
argument of M. Lacey, now adding a top/down indented corona.
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Three reductions

For use in estimating the nearby terms, we �rst reduce to testing
functions b = fbQgQ2D that satisfy the pointwise lower bound
property PLBP:

jbQ (x)j � c1 > 0 for Q 2 D and µ-a.e. x 2 R,

for some positive constant c1.

Then in order to obtain frame and Riesz inequalities and control
paraproducts, we further reduce to the case of bounded weakly
accretive testing functions:

0 < cb �
����� 1
jQ jµ

Z
Q
bQdµ

����� � kbQkL∞(µ) � Cb < ∞ ,

and �nally, we use a corona construction to reduce to the case of
testing functions with reverse Hölder control on children:���� 1
jQ 0jσ

Z
Q 0
bQdµ

���� � c k1Q 0bQkL∞(µ) > 0,Q
0 2 C (Q) ,

��Q 0��
µ
> 0,Q 2 P .

E. Sawyer (McMaster University) Tb theorem May 29, 2018 26 / 51



Three reductions

For use in estimating the nearby terms, we �rst reduce to testing
functions b = fbQgQ2D that satisfy the pointwise lower bound
property PLBP:

jbQ (x)j � c1 > 0 for Q 2 D and µ-a.e. x 2 R,

for some positive constant c1.
Then in order to obtain frame and Riesz inequalities and control
paraproducts, we further reduce to the case of bounded weakly
accretive testing functions:

0 < cb �
����� 1
jQ jµ

Z
Q
bQdµ

����� � kbQkL∞(µ) � Cb < ∞ ,

and �nally, we use a corona construction to reduce to the case of
testing functions with reverse Hölder control on children:���� 1
jQ 0jσ

Z
Q 0
bQdµ

���� � c k1Q 0bQkL∞(µ) > 0,Q
0 2 C (Q) ,

��Q 0��
µ
> 0,Q 2 P .

E. Sawyer (McMaster University) Tb theorem May 29, 2018 26 / 51



Three reductions

For use in estimating the nearby terms, we �rst reduce to testing
functions b = fbQgQ2D that satisfy the pointwise lower bound
property PLBP:

jbQ (x)j � c1 > 0 for Q 2 D and µ-a.e. x 2 R,

for some positive constant c1.
Then in order to obtain frame and Riesz inequalities and control
paraproducts, we further reduce to the case of bounded weakly
accretive testing functions:

0 < cb �
����� 1
jQ jµ

Z
Q
bQdµ

����� � kbQkL∞(µ) � Cb < ∞ ,

and �nally, we use a corona construction to reduce to the case of
testing functions with reverse Hölder control on children:���� 1
jQ 0jσ

Z
Q 0
bQdµ

���� � c k1Q 0bQkL∞(µ) > 0,Q
0 2 C (Q) ,

��Q 0��
µ
> 0,Q 2 P .

E. Sawyer (McMaster University) Tb theorem May 29, 2018 26 / 51



Stopping conditions

Given S0, de�ne S (S0) to be the maximal subintervals I � S0 so that
1
jI jσ

Z
I
jf j dσ > C0

1
jS0jσ

Z
S0
jf j dσ ,

or

���� 1jI jσ
Z
I
bS0dσ

���� < γcb or
�
1
jI jσ

Z
I
jbS0 j

p dσ

� 1
p

> ΓCb

or
Z
I
jT α

σ (bS0)j
2 dω > Γ

�
TbT α

�2
jI jσ ,

or sup
I�[̇Jr

∞

∑
r=1

�
Pα (Jr , jbS0 j σ)

jJr j

�2 


Pω,b�
Jr

x



F2
L2(ω)

� Cenergy

h
(Eα
2)
2 +Aα

2

i
jI jσ .

Set S = fS0g [
∞[
n=0

Sn where S0 = S (S0) and Sn+1 =
[
S2Sn

S (S),

with a twist to obtain the reverse Hölder condition on children.
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Martingale averages and di¤erences of testing functions

De�ne the b-expectation operator E
µ,b
Q and the dual b-expectation

operator F
µ,b
Q using the test function bA in the corona CA:

E
µ,b
Q f (x) � 1Q (x)

1R
Q bAdµ

Z
Q
fbAdµ, Q 2 CA ,

F
µ,b
Q f (x) � 1Q (x) bA (x)

1R
Q bAdµ

Z
Q
fdµ, Q 2 CA .

Then de�ne the corresponding martingale and dual martingale
di¤erences by

4µ,b
Q f (x) �

 
∑

Q 02C(Q )
E

µ,b
Q 0 f (x)

!
�E

µ,b
Q f (x) ,

�µ,b
Q f (x) �

 
∑

Q 02C(Q )
F

µ,b
Q 0 f (x)

!
�F

µ,b
Q f (x) .
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Convergence of martingale di¤erences

Both of the following identities hold pointwise µ-almost everywhere, as
well as in the sense of strong convergence in L2 (µ):

f = ∑
I2DN

F
µ,b
I f + ∑

I2D: `(I )�N+1
�µ,b
I f ,

f = ∑
I2DN

E
µ,b
I f + ∑

I2D: `(I )�N+1
4µ,b
I f ,

provided that b = fbQgQ2P is an ∞-weakly µ-controlled accretive family.

E. Sawyer (McMaster University) Tb theorem May 29, 2018 29 / 51



Weak Riesz inequalities for controlled accretive families

We have �weak upper Riesz�inequalities for pseudoprojections
Ψµ,b
B � ∑I2B �

µ,b
I f :


Ψµ,b

B f



2
L2(µ)

� C ∑
I2B




�µ,b
I f




2
L2(µ)

+ ∑
I2B



rµ
I f


2
L2(µ) , (3)

for all f 2 L2 (µ) and all subsets B of the grid D.

We have �weak lower Riesz�inequalities:

∑
Q2B




�µ,b
Q f




2
L2(µ)

� C


Pµ

Bf


2
L2(µ) + C ∑

Q2B




rµ
Q f



2
L2(µ)

, (4)

for all f 2 L2 (µ) and all subsets B of the grid D.
For martingale di¤erences 4µ,b

I , weak upper Riesz inequalities hold,
but are open for weak lower Riesz inequalities.
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Side length size decomposition

First we decompose the bilinear form
R
(Tσf ) gdω by interval side

length size:Z
(Tσf ) gdω = ∑

I2D
∑
J2G

Z �
Tσ�σ,b

I f
�
�ω,b�
J gdω

=

8>><>>: ∑
I2D: J2G
`(J )�`(I )

+ ∑
I2D: J2G
`(J )>`(I )

9>>=>>;
Z �

Tσ�σ,b
I f

�
�ω,b�
J gdω

� Θ (f , g) +Θ� (f , g) .

By symmetry it su¢ ces to estimate the �rst form Θ (f , g) (that
includes the diagonal).
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The Hytönen-Martikainen decomposition

Before introducing goodness into the sum, we follow Hytönen and
Martikainen and split the form Θ (f , g) into 3 pieces:

Θ (f , g) � ∑
I2D: J2G
`(J )�`(I )

Z �
Tσ�σ,b

I f
�
�ω,b�
J gdω

= ∑
I2D

8>>><>>>: ∑
J2G : `(J )�`(I )

d (J ,I )>2`(J )ε`(I )1�ε

+ ∑
J2G : `(J )�2�ρ`(I )
d (J ,I )�2`(J )ε`(I )1�ε

+ ∑
J2G : 2�ρ`(I )<`(J )�`(I )
d (J ,I )�2`(J )ε`(I )1�ε

9>>>=>>>;
Z �

Tσ�σ,b
I f

�
�ω,b�
J gdω

� Θ1 (f , g) +Θ2 (f , g) +Θ3 (f , g) ,

The disjoint form Θ1 (f , g) can be handled by �long-range�and
�mid-range�arguments, and the nearby form Θ3 (f , g) will be handled
using surgery methods and a new recursive argument involving energy
conditions and the �original�testing functions discarded in the corona
construction.
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Lemma (Monotonicity Lemma)
Suppose that I and J are intervals in R such that J � γJ � I for some
γ > 1, and that µ is a signed measure on R supported outside I . Let
Ψ 2 L2 (ω), that T α is a standard fractional singular integral on R with
0 < α < 1, and that b� is an ∞-weakly µ-controlled accretive family on R.
Then ���DT αµ,�ω,b�

J Ψ
E

ω

��� . Cb�CCZ Φα (J, jµj)



�ω,b�

J Ψ



F
L2(ω)

, (5)

where

Φα (J, jµj) � Pα (J, jµj)
jJ j




4ω,b�
J x




�
L2(ω)

+
Pα
1+δ (J, jµj)
jJ j kx �mJkL2(1Jω) ,


4ω,b�

J x



�2
L2(ω)

�



4ω,b�

J x



2
L2(ω)

+ inf
z2R

∑
J 02Cbroken(J )

��J 0��
ω
(Eω
J 0 jx � z j)

2 ,




�ω,b�
J Ψ




F2
L2(µ)

�



�ω,b�

J Ψ



2
L2(µ)

+ ∑
J 02Cbroken(J )

��J 0��
ω
[Eω
J 0 jΨj]

2 .
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Lemma (Energy Lemma)

Let J be an interval in G. Let ΨJ be an L2 (ω) function supported in J
with vanishing ω-mean, and let H � G be such that J 0 � J for every
J 0 2 H. Let ν be a positive measure supported in R n γJ with γ > 1, and
for each J 0 2 H, let dνJ 0 = ϕJ 0dν with jϕJ 0 j � 1. Suppose that b� is an
∞-weakly µ-controlled accretive family on R. Let T α be a standard
α-fractional singular integral operator with 0 � α < 1. Then we have����� ∑

J 02H

D
T α (νJ 0) ,�ω,b�

J 0 ΨJ

E
ω

�����
. Cγ

r
∑
J 02H

Φα (J 0, ν)2
s

∑
J 02H




�ω,b�
J 0 ΨJ




F2
L2(µ)

� Cγ

�
Pα (J, ν)
jJ j




Qω,b�
H x




�
L2(ω)

+
Pα
1+δ (J, ν)

jJ j kx �mJzkL2(1Jω)

�
�



Pω,b�

H ΨJ




F
L2(µ)

.
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The goodness problem

The traditional method of introducing goodness is �awed here in the
setting of b-dual martingale di¤erences, since these di¤erences are no
longer orthogonal projections, and as emphasized by Hytönen and
Martikainen, we cannot simply add back in bad intervals whenever we
want telescoping identities to hold.

In fact, in the analysis of the form Θ (f , g), it is necessary to have
goodness for the intervals J and telescoping for the intervals I . On
the other hand, in the analysis of the form Θ� (f , g), it is necessary
to have just the opposite - namely goodness for the intervals I and
telescoping for the intervals J. This unfortunate set of circumstances
prevents us from introducing goodness in the full sum over all I and
J, prior to splitting according to side lengths of I and J.
However, one must work harder to introduce goodness directly into
the form Θ (f , g) after we have restricted the sum to intervals J that
have smaller side length than I . This is accomplished using the
weaker form of goodness introduced by Hytönen and Martikainen.
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Weak goodness

For intervals R 2 G and Q 2 D let κ (Q,R) = log2
`(Q )
`(R ) . For R 2 G,

let κ (R) � κ
�
Rz,R

�
denote the smallest integer k, if it exists, such

that R is good with respect to all Q 2 D with ` (Q) � 2k ` (R).

We de�ne for κ (R) < ∞

Rz = π
κ(R )
D R,

where πkDR denotes the interval Q 2 D that contains R and has side
length ` (Q) = 2k ` (R), provided that such an interval Q exists (in
particular such Q exists for k � κ (R) if κ (R) < ∞).
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Weak goodness decomposition

We decompose

Θ2 (f , g) = ∑
I2D

∑
J2G : Jz 6$I , `(J )�2�ρ`(I )
d (J ,I )�2`(J )ε`(I )1�ε

Z �
Tσ�σ,b

I f
�
�ω,b�
J gdω

+ ∑
I2D

∑
J2G : Jz$I , `(J )�2�ρ`(I )
d (J ,I )�2`(J )ε`(I )1�ε

Z �
Tσ�σ,b

I f
�
�ω,b�
J gdω

� Θbad
2 (f , g) +Θgood

2 (f , g) .

The bad form Θbad
2 (f , g) satis�es

EDΩE
G
ΩΘbad

2 (f , g) � Cgood2
�(ε�ε0)rNT α kf kL2(σ) kgkL2(ω) ,

by the arguments in [HyMa], and so can be absorbed.
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The nearby form I

We prove the following lemma that controls the expectation, over two
independent grids, of the nearby form Θ3 (f , g).

Lemma

Suppose T α is a standard fractional singular integral with 0 � α < 1. Let
0 < δ < 1. For f 2 L2 (σ) and g 2 L2 (ω) we have

EDΩE
G
Ω ∑
I2D

∑
J2G : 2�ρ`(I )<`(J )�`(I )
d (J ,I )�2`(J )ε`(I )1�ε

���DT α
σ

�
�σ,b
I f

�
,�ω,b�

J g
E

ω

��� (6)

.
�
Tbα + T

b�,�
α +

p
"Aα

2"+
1p
δ
"Eα
2 "+

p
δNT α

�
kf kL2(σ) kgkL2(ω) .

Since Poisson integrals are no longer bounded, a new idea is needed.
We use the original testing functions borig

I for I , discarded when
constructing the corona CA, as well as bI = 1I bA.
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The nearby form II
The original testing function trick

For subsets E ,F � A\ B and intervals K � A\ B we de�ne

fE ,Fg � hT α
σ (bA1E ) , b

�
B1F iω ,

Kin � K n ∂δK and Kout � K \ ∂δK ,

fK ,Kg = fA,King � fA nK ,King+ fKout,Koutg+ fKin,Koutg .

The �rst two terms on the right side satisfy

jfA,Kingj =

����Z
Kin

(T α
σ bA) b

�
Bdω

���� � k1KinT
α
σ bAkL2(ω) k1Kinb

�
BkL2(ω) ,

jfA nK ,Kingj .
Pα
�
Kin, jbA j 1AnK

�
jKinj




Pω,b�
Kin

x



F
L2(ω)

rZ
Kin

jb�B j
2 dω,

upon using the trick with the original testing function b�,orig
K .
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The nearby form III
The recursion

For K an interval, we write Kout = Kleft [Kright where Kleft and
Kright are the two small subintervals on the left and right hand sides
of K respectively, and then we have

fKout,Koutg = fKleft,Kleftg+
�
Kright,Kright

	
+
�
Kleft,Kright

	
+
�
Kright,Kleft

	
.

We de�ne a collection of intervalsM =M (K ) by recursion,

M0 � fKg ,
Mk+1 �

[ �
Mleft,Mright : M 2 Mk

	
, k � 0,

M = M (K ) �
∞[
k=0

Mk ,

so that

M =
n
K ,Kleft,Kright, (Kleft)left , (Kleft)right ,

�
Kright

�
left ,

�
Kright

�
right , ...

o
.
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The nearby form IV
The preliminary estimate

�����fK ,Kg � ∑
M2M(K )

h
fMin,Moutg � fMout,Mingorig

i
� ∑

M2Mn

��
Mleft,Mright

	
+
�
Mright,Mleft

	������
�

s
∑

M2M(K )

k1MinT
α
σ bAk2L2(ω)

s
∑

M2M(K )

k1Minb
�
Bk

2
L2(ω)

+

vuut ∑
M2M

�
Pα (Min, jbA j σ)

jMinj

�2 


Pω,b�
Min

x



F2
L2(ω)

s
∑

M2M

Z
Min

jb�B j
2 dω

.
�
TT α + Eα

2 + δα�1p"Aα
2"
�q

jI 0jσ jJ 0jω.
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Control of functional energy

This argument remains essentially the same with only two changes:

1 Weak goodness is used in place of usual goodness via consideration of
pairs (I , J) 2 D � G with Jz $ I . Here Jz is the smallest interval K
in G such that J is good in K and beyond.

2 Broken martingale di¤erences of testing functions are used in place of
the usual Haar di¤erences.

However, in the proof that functional energy is controlled by the
Muckenhoupt and energy conditions, it can now happen that an
interval J 2 G can �cut across�an interval I 2 D, resulting in
additional terms to be treated.
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Control of the stopping form

As in Lacey we construct L -coronas from the �bottom up�with

stopping times involving the energies



�ω,b�

J




2
L2(ω)

, but then overlay

this with an additional top/down �indented�corona construction H in
order to accommodate the weaker goodness of Hytönen and
Martikainen.

We directly control the pairs (I , J) in the stopping form according to
the L -coronas to which I and Jz are associated as follows:
by absorbing the case when both I and Jz belong to the same
L -corona, and
by using the Straddling and Substraddling Lemmas and the
Orthogonality Lemma to control the case when I and Jz lie in
di¤erent coronas, with a geometric gain coming from the separation
of the indented H-coronas.
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Lacey�s bottom/up corona I

For an A-admissible collection P of pairs, de�ne an atomic measure
ωP in the upper half space R2

+ by

ωP � ∑
J2Π2P




4ω,b�
J x




�2
L2(ω)

δ(cJz ,`(Jz))
.

De�ne the tent T (K ) over an interval K = L to be T (L) where
T (L) is the convex hull of the interval L� f0g and the point
(cL, ` (L)) 2 R2

+, and the size functional of P by

Sα,A
size (P)

2 � sup
K2Πbelow

1 P

1
jK jσ

 
Pα
�
K , 1AnK σ

�
jK j

!2
ωP (T (K )) .

The generation L0 consists of the minimal dyadic intervals K in
Πbelow
1 P such that

Ψα (K ;P)2

jK jσ
�
 

Pα
�
K , 1AnK σ

�
jK j

!2
ωP (T (K )) � εSα,A

size (P)
2 .
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Lacey�s bottom/up corona II

Choose ρ = 1+ ε and de�ne a sequence of generations fLmg∞
m=0 and

coronas by letting Lm consist of the minimal dyadic intervals L in
Πbelow
1 P that contain an interval from some previous level L`,

` < m, such that

ωP (T (L)) � ρωP

 [
T
�
L0
�

: L0 2
m�1[
`=0

L` and L0 � L
!
.

For L 2 L, denote by CL the corona associated with L in the tree L,
CL �

�
K 2 D : K � L and there is no L0 2 L with K � L0 $ L

	
,

and de�ne the shifted L-corona by

CL,shift
L �

n
J 2 G : Jz 2 CLL

o
.

The parameter m in Lm refers to the level at which the stopping
construction was performed, but for L 2 Lm , the corona children L0 of
L are not all necessarily in Lm�1, but may be in Lm�t for t large.
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The indented corona

To address the lack of goodness in Πbelow
1 P we introduce an

additional top/down stopping time over the collection L. Given the
initial generation

H0 � LM+1 = fmaximal L 2 Lg =
n
maximal I 2 Πbelow

1 P
o
,

de�ne subsequent generations Hk as follows.

For k � 1 and each L 2 Hk�1, let

Hk (H) �
�
maximal L0 2 L : 3L0 � L

	
,

and set Hk �
[

L2Hk�1
Hk (L). Finally set H �

∞[
k=0

Hk .

We refer to the stopping intervals L 2 H as indented stopping
intervals since 3L � πHL for all L at indented generation one or more,
i.e. each successive such L is �indented�in its H-parent. This property
of indentation is precisely what is required in order to generate
geometric decay from the straddling lemma in indented generations.
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Endpoint towers

For L 2 Hk and t � 0 apply the straddling lemma to

PHL,t �
n
(I , J) 2 P : I 2 CHL , J 2 CH,shift

L0 for some L0 2 Hk+t , L
0 � L

o
.

Within the H-corona CHL there are further intervals T 2 L nH, but
these are contained in the two endpoint towers

Tleft (L) �
�
L0 2 L : L0 � L and left

�
L0
�
= left (L)

	
,

Tright (L) �
�
L0 2 L : L0 � L and right

�
L0
�
= right (L)

	
,

where left (I ) and right (I ) denote the left and right hand endpoints
of I respectively. Let Tleft (L) =

�
Lk
	∞
k=0. We ignore Tright (L) as it

can be handled similarly,
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Left/right decomposition

For L 2 H and t = 0 we decompose

PHL,0 � PH�smallL,0 [̇PH�bigL,0 ;

PH�bigL,0 �
n
(I , J) 2 PHL,0 : 9L0 2 T (L) , Jz � L0 � I

o
.

Then we further decompose

PH�bigL,0 =
�[∞

k=1

�
RLLkleft

[̇RLLkright

�
=

 
�[∞

k=1
RLLkleft

!
[̇
 

�[∞

k=1
RLLkright

!
;

RLLkright
�

n
(I , J) 2 PH�bigL,0 : I 2 CL,restrict

Lk�1 and Jz � Lkright

o
,

RLLkleft
�

n
(I , J) 2 PH�bigL,0 : I 2 CL,restrict

Lk�1 and

J � Lkleft or "J
z = Lk and J � Lkright"

o
.
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Corona diagram
Lacey�s bottom/up stopping times in red segments, and the indented stopping times in
blue rectangles around red segments
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Straddling on right and Substraddling on left

Now apply the Straddling Lemma to the �right�admissible collection

Q � S∞
k=1RLLkright

with S �
n
Lkright

o∞

k=1
to obtain the estimate

N

A,
S∞
k=1RLLkright

stop,�ω � CSα,A
size

�
PH�bigL,0

�
.

As for the remaining �left�form jBj
A,
S∞
k=0RLLkleft

stop,�ω (f , g), we note that if

the interval pair (I , J) 2 RLLkleft
, then there is a unique interval
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Open problems

Does the two weight Tb theorem remain true in the case p = 2, i.e.
when b = fbQgQ2P is a 2-weakly σ-accretive family of functions, and
b� =

�
b�Q
	
Q2P is a 2-weakly ω-accretive family of functions? (True

when p = 2 for one weight by Lacey-Martikainen, suspect false for
two weights when p = 1.)

Does the energy condition follow from just the Muckenhoupt and
b-testing conditions? (even if we assume 1 � bQ � C )
To what extent does the two weight Tb theorem hold in higher
dimensions? (the energy condition is no longer necessary)

It is known that the energy conditions are not necessary for
boundedness of elliptic operators in dimension 1 (Sawyer, Shen and
Uriarte-Tuero) and for Riesz transforms in dimension n � 2 (Sawyer).
What is an e¤ective substitute?

Thanks to the organizers Chema, Svitlana and Simon!
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